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Abstract The National Oceanic and Atmospheric Administration’s Geophysical Fluid Dynamics
Laboratory has recently developed two global coupled general circulation models, the Forecast-oriented
Low Ocean Resolution (FLOR) model and the High atmospheric resolution Forecast-oriented Low Ocean
Resolution (HiFLOR) model, which are now being utilized for climate research and seasonal predictions.
Compared to their predecessor Coupled Model version 2.1 (CM2.1), the new versions have improved
ocean/atmosphere physics and numerics and refinement of the atmospheric horizontal grid from 220 km
(CM2.1) to 55 km (FLOR) and 26 km (HiFLOR). Both FLOR and HiFLOR demonstrate greatly improved
simulations of the tropical Pacific annual-mean climatology, with FLOR practically eliminating any equatorial
cold bias in sea surface temperature. An additional model experiment (Low Ocean Atmosphere Resolution
version 1) using FLOR’s ocean/atmosphere physics, but with the atmospheric grid coarsened toward that of
CM2.1, is used to further isolate the impacts of the refined atmospheric grid versus the improved physics
and numerics. The improved ocean/atmosphere formulations are found to produce more realistic tropical
Pacific patterns of sea surface temperature and rainfall, surface heat fluxes, ocean mixed layer depths,
surface currents, and tropical instability wave activity; enhance the near-surface equatorial upwelling; and
reduce the intercentennial warm drift of the tropical Pacific upper ocean. The atmospheric grid refinement
further improves these features and also improves the tropical Pacific surface wind stress, implied Ekman
and Sverdrup transports, subsurface temperature and salinity structure, and heat advection in the
equatorial upper ocean. The results highlight the importance of nonlocal air-sea interactions in the tropical
Pacific climate system, including the influence of off-equatorial surface fluxes on the equatorial
annual-mean state. Implications are discussed for improving future simulations, observations, and
predictions of tropical Pacific climate.

1. Introduction

Tropical Pacific ocean-atmosphere interactions drive much of the intraseasonal-to-decadal variability of
Earth’s climate. For example, the El Niño/Southern Oscillation (ENSO) has enormous impacts on ecosystems
and economies worldwide (Cai et al., 2015; Christensen et al., 2014; Collins et al., 2010; Vecchi & Wittenberg,
2010). This variability is in turn sensitive to the tropical Pacific background climate, as well as changes in the
climate arising from external radiative forcings and/or physical biases in coupled general circulation mod-
els (CGCMs; Capotondi, Ham, et al., 2015; Capotondi, Wittenberg, et al., 2015; Choi et al., 2015; DiNezio et al.,
2012; Graham et al., 2017; Guilyardi et al., 2016; Tian, 2015; Wittenberg, 2002). It is therefore essential for global
CGCMs to accurately simulate the climatology of the tropical Pacific, to lend confidence in their ability to
predict and project future climate risks.

In recent years, improved observational constraints have emerged due to enhanced instrumentation, denser
sampling, longer historical and proxy records, and more sophisticated reconstruction methods (McGregor
et al., 2013; McPhaden et al., 2015; Sun et al., 2007). Simulations of tropical Pacific climate have also improved,
as advances in numerical models and computer power have enabled more of the relevant physical processes
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to be explicitly resolved or more accurately parameterized (Bellenger et al., 2014; Capotondi, Ham, et al., 2015;
Capotondi, Wittenberg, et al., 2015; Guilyardi et al., 2009, 2012; Wittenberg, 2015).

Yet CGCMs still struggle to simulate key aspects of tropical Pacific climate. With today’s computers, global
models cannot yet resolve important small-scale processes—in particular convection and clouds in the atmo-
sphere and mixing and stirring in the ocean. Imperfect parameterizations of those processes give rise to errors,
which are then amplified and redistributed by atmosphere-ocean feedbacks—causing the simulated tropi-
cal climatology to depart from observations (Li & Xie, 2014; Li et al., 2015; Richter, 2015; Richter et al., 2012;
Wang et al., 2014, Wittenberg et al., 2006).

Longstanding tropical Pacific climatological time-mean biases that are widespread among today’s CGCMs
include (1) an overly strong equatorial Pacific cold tongue that extends too far west; (2) warm sea sur-
face temperature (SST) biases along the coast of South America; (3) biases in the intensities and positions
of large-scale atmospheric convergence zones, including an overly zonal South Pacific Convergence Zone
(SPCZ) and an overly strong Intertropical Convergence Zone (ITCZ) in the southeast tropical Pacific (i.e., a
“seasonally-alternating” or “double” ITCZ); (4) biases in the strength and spatial pattern of the easterly trade
winds, including their peak longitude along the equator and their pattern of wind stress curl near the equator;
(5) biases refers to the pattern cloud cover, cloud types, and cloud optical thickness, especially for high clouds
in the atmospheric convergence zones and low clouds near the South American coast; (6) deficiencies in the
depth, intensity, sharpness, and zonal slope of the equatorial thermocline and the equatorial undercurrent
(EUC); and (7) insufficient subseasonal stirring of the near-equatorial ocean associated with weak simulated
tropical instability waves (TIWs).

This paper describes progress toward understanding and addressing these climatological biases, using recent
model experiments conducted at the National Oceanic and Atmospheric Administration’s Geophysical Fluid
Dynamics Laboratory (GFDL). Beginning with the widely used GFDL Coupled Model version 2.1 (CM2.1) global
coupled GCM, we first examine the impacts of improved physical and numerical formulations of the atmo-
spheric and oceanic components, followed by refinement of the atmosphere’s horizontal grid by a factor of
four (in the Forecast-oriented Low Ocean Resolution [FLOR] model) or eight (in the High Forecast-oriented
Low Ocean Resolution [HiFLOR] model). The results demonstrate remarkable improvements in the simula-
tions, reveal complex nonlocal interdependencies among the model biases, and illuminate a number of paths
toward improving future models.

2. Observational and Model Data Sets

Tables 1–3 list the observational products, model simulations, and external forcings used in this study, along
with their abbreviations as used in this paper. Monthly mean data serve as the basis for all analyses, except
where otherwise noted. Appendix A describes the model initializations and forcings used, and Appendix B
describes the generation of the comparison figures and evaluation metrics.

2.1. CM2.1 Model
The GFDL CM2.1 is a CGCM with global atmospheric, oceanic, land, and sea ice components (Delworth et al.,
2006), whose simulations of tropical Pacific climate and ENSO are described in Wittenberg et al. (2006). Sim-
ulations and projections from CM2.1 have been widely used by the research community, including via the
Coupled Model Intercomparison Project phases 3 and 5 and research summarized in the Intergovernmental
Panel on Climate Change Fourth and Fifth Assessment Reports. CM2.1 has been used for global coupled
ocean-atmosphere data assimilation (Sun et al., 2007; Zhang et al., 2005, 2007), seasonal-to-interannual sim-
ulations and predictability studies (Chen et al., 2011; Choi et al., 2013; Karamperidou et al., 2014; Kug et al.,
2010; Richter et al., 2012; Wittenberg et al., 2006; Wittenberg, 2009; Wittenberg et al., 2014; Yang et al., 2013),
and decadal-to-centennial simulations, projections, and paleo studies (Emile-Geay et al., 2013a, 2013b; Erb
et al., 2015; McGregor et al., 2013; Msadek et al., 2014; Ogata et al., 2013; Stenchikov et al., 2009; Vecchi et al.,
2006, 2013; Xie et al., 2010). CM2.1 is also used for real-time global seasonal predictions, including monthly
forecasts contributed to the International Research Institute, the Asia-Pacific Economic Cooperation Climate
Center, and the North American MultiModel Ensemble (NMME; Kirtman et al., 2014).

The formulation of CM2.1 as outlined in Sec. 2a of Wittenberg et al. (2006) is repeated here for the convenience
of the reader. CM2.1’s atmosphere component is the Atmosphere Model version 2.1 (AM2.1) model (Delworth
et al., 2006; Global Atmospheric Model Development Team GFDL, 2004), which consists of a finite-volume
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Table 1
Observational Data Sets Used in this Study

Data set name

References

Abbreviation URL Δx Δy Frequency Epoch

CERES.Ed2.8 Clouds and the Earth’s Radiant Energy System Energy 1∘ 1∘ Monthly 2001–2015

Balanced And Filled Surface fluxes, version 2.8

Kato et al. (2013)

http://ceres.larc.nasa.gov/cmip5_data.php

DEEP-C.v3 Diagnosing Earth’s Energy Pathways in the Climate system, 0.7∘ 0.7∘ Monthly 1985–2015

version 3

C. Liu et al. (2017)

http://researchdata.reading.ac.uk/111

GPCP.v2.3 Global Precipitation Climatology Project, version 2.3 2.5∘ 2.5∘ Monthly 1979–2016

Adler et al. (2003, 2016)

http://www.esrl.noaa.gov/psd/data/gridded/data.gpcp.html

ISCCP-FD International Satellite Cloud Climatology Project radiative Flux 2.5∘ 2.5∘ Monthly 1984–2009

Data (interpolated to OAFlux.v3 grid)

Y. Zhang et al. (2004)

ftp://ftp.whoi.edu/pub/science/oaflux/data_v3/monthly

OAFlux.v3 Objectively Analyzed air-sea Fluxes, version 3 1∘ 1∘ Monthly 1984–2015

Yu et al. (2008)

ftp://ftp.whoi.edu/pub/science/oaflux/data_v3/monthly

OISST.v2 NOAA Optimum Interpolation SST, version 2 1∘ 1∘ Monthly 1982–2016

Reynolds et al. (2002)

http://iridl.ldeo.columbia.edu/SOURCES/.IGOSS/.nmc/.Reyn_SmithOIv2/.monthly

OISST.hi.v2 NOAA Optimum Interpolation SST (AVHRR-only), version 2 0.25∘ 0.25∘ Daily 1982–2016

Banzon et al. (2016)

http://www.ncdc.noaa.gov/oisst

OSCAR Ocean Surface Current Analyses Real-time 0.33∘ 0.33∘ Monthly 1993–2016

Bonjean and Lagerloef (2002)

https://doi.org/10.5067/OSCAR-03D01

SeaFlux.v1 SeaFlux Turbulent Fluxes, version 1 1∘ 1∘ Monthly 1998–2007

Curry et al. (2004)

http://seaflux.org/seaflux_data/SEAFLUXV1/MONTHLY_AVERAGES

TAO Tropical Atmosphere Ocean mooring Acoustic Doppler Current — Equator Daily 1980–2017

Profiler and mechanical current meter

McPhaden et al. (1998)

http://www.pmel.noaa.gov/tao/drupal/disdel

Note. Δx and Δy indicate the zonal and meridional grid spacing, respectively. SST = sea surface temperature.

dynamical core (Lin, 2004) with 2.5∘ longitude by 2∘ latitude grid spacing, 24 vertical levels, a K-profile plan-
etary boundary layer scheme (Lock et al., 2000), relaxed Arakawa-Schubert convection (Moorthi & Suarez,
1992), and a local parameterization of the vertical momentum transport by cumulus convection. The atmo-
spheric component uses a 3-hr time step for atmospheric radiation and a 30-min step for all other atmospheric
physics.

CM2.1’s ocean component is the Ocean Model version 3.1 (OM3.1) model (Gnanadesikan et al., 2006; Griffies
et al., 2005), configured from Modular Ocean Model version 4.0d (MOM4p0d) source code. The ocean model is
configured on a tripolar horizontal B-grid, nominally 1∘ × 1∘ with meridional spacing that narrows to 1/3∘ near
the equator. The tripolar grid of the ocean and sea ice models is everywhere oriented along longitude/latitude
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Table 2
Observation-Based Reanalysis Data Dets Used in this Study

Data set name

References

Abbreviation URL Δx Δy Frequency Epoch

ECDA.v3.1 GFDL Ensemble Coupled Data Assimilation, version 3.1 1∘ 0.33–1∘ Monthly 1979–2017

Chang et al. (2013)

http://www.gfdl.noaa.gov/ocean-data-assimilation-model-output

ERA-I ECMWF Interim Reanalysis 0.75∘ 0.75∘ Monthly 1979–2014/2016

Dee et al. (2011)

http://apps.ecmwf.int/datasets/data/interim-full-moda

ORA-S4 Ocean ReAnalysis System 4 1∘ 0.33–0.95∘ Monthly 1979–2014

Balmaseda et al. (2013)

ftp://ftp.icdc.zmaw.de/EASYInit/ORA-S4

SODA.v3.4.1 Simple Ocean Data Assimilation, version 3.4.1 (regridded by 1∘ 0.5–1∘ Monthly 1980–2015

averaging from 0.25∘ grid)

Carton et al. (2000) and Carton, Chepurin and Chen (2018)

http://dsrs.atmos.umd.edu/DATA/soda3.4.1/monthly_netcdf

TropFlux.v1 TropFlux heat fluxes, version 1 1∘ 1∘ Monthly 1979–2016

Praveen Kumar et al. (2012)

http://www.incois.gov.in/tropflux_datasets/data/monthly

Note. These products assimilate climate observations into comprehensive physical models of the ocean and/or atmosphere. Δx and Δy indicate the zonal and
meridional grid spacing, respectively.

lines, except north of 65∘N where the grid is curvilinear; the three poles of the grid lie over Canada, Siberia,
and the South Pole. The ocean model has 50 vertical levels, spaced 10 m apart over the top 220 m of the ocean.
Subgridscale parameterizations include vertical mixing from a K-profile parameterization scheme (Large
et al., 1994), lateral mixing along neutral directions (Gent & McWilliams, 1990; Griffies, 1998; Griffies et al., 1998),
and a spatially dependent anisotropic Laplacian viscosity (Large et al., 2001). The ocean model has an explicit
free surface, with freshwater fluxes exchanged between the atmosphere and ocean (Griffies et al., 2001).

Air-sea fluxes are exchanged on the ocean model’s time step of 2 hr. Insolation varies diurnally, with short-
wave radiation penetrating downward through the water column according to the optical model of Morel and
Antoine (1994). The solar penetration depends on a prescribed horizontally and seasonally varying chloro-
phyll climatology computed from 1997 to 2004 SeaWIFS data (Sweeney et al., 2005). For computational
efficiency, the relatively small amount of solar radiation penetrating past 100 m is deposited entirely at 100-m
depth. The calculation of the surface wind stress accounts for the velocity of the surface winds relative to the
surface currents (Pacanowski, 1987).

2.2. FLOR Model
The GFDL FLOR model is a global CGCM, whose formulation corresponds to configuration FLOR-B01 of
Vecchi et al. (2014). FLOR’s ocean and sea ice components have the same grid spacing and land-sea mask as
in CM2.1, but the ocean physics and numerics are updated as described by Delworth et al. (2012) and Vecchi
et al. (2014) to include a more sophisticated ocean model (MOM5; Griffies, 2012) with a spatially and tem-
porally varying z∗ vertical coordinate that undulates in tandem with the sea surface; a biharmonic viscosity
scheme, which results in much lower frictional dissipation for all but the smallest spatial scales (Griffies &
Hallberg, 2000); a more accurate and less dissipative advection scheme based on the piecewise parabolic
method (Colella & Woodward, 1984); an updated parameterization for mesoscale eddies (Ferrari et al., 2010);
and a parameterization for submesoscale mixed layer eddies (Fox-Kemper et al., 2011). The ocean component
also has an updated formulation for solar penetration—including an updated optical model (Manizza et al.,
2005), an updated chlorophyll climatology based on 1997–2007 SeaWIFS data, and a deepening of the maxi-
mum shortwave penetration depth from 100 (CM2.1) to 300 m (FLOR). The ocean model time step is shortened
from 2 hr (CM2.1) to 30 min (FLOR), to enable the coupled model to run stably in the presence of the stronger
atmospheric variability associated with FLOR’s higher atmospheric horizontal resolution.
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Table 3
Global Coupled General Circulation Model Simulations Used in this Study

Coupled Ocean Atmospheric Atmos rthresh
⟨

Q̄TOA
⟩

model Simulation name codebase horizontal grid levels (μm) (W/m2)

CM2.1 CM2.1U_Control-1990_E1 MOM4p0d 2.5∘lon × 2∘lat 24 8.0 1.01

LOAR1 LOAR1_Control_1990_A15 MOM5 C48 (208 km) 32 9.0 0.87

FLOR CM2.5_A_Control-1990_FLOR_B01 MOM5 C180 (55 km) 32 8.0 0.64

HiFLOR CM2.5_A_Control-1990_hiFLOR_A07 MOM5 C384 (26 km) 32 8.0 0.53

Note. All share the same ocean grid (1∘ × 1∘ spacing telescoping to 0.33∘ meridional spacing near the equator, with 50 vertical levels). All have fixed year-1990 values
of atmospheric trace gases, insolation, aerosols, and land cover.

⟨
QTOA

⟩
is the global-mean top-of-atmosphere net radiative heating of the planet, averaged over

the first 100 years of simulation. The cloud parameter rthresh is the liquid drop radius threshold for removal by autoconversion; increasing rthresh increases stratus

cloudiness, which raises the planetary albedo and reduces
⟨

QTOA

⟩
. Based on ocean observations over the past several decades, recent estimates put the Earth’s⟨

QTOA

⟩
at 0.7±0.1W/m2 (Johnson et al., 2016) or 0.6±0.4W/m2 (Wild, 2017; Wild et al., 2015). CM2.1 = Coupled Model version 2.1; LOAR1 = Low Ocean Atmosphere

Resolution version 1; FLOR = Forecast-oriented Low Ocean Resolution; HiFLOR = High Forecast-oriented Low Ocean Resolution; MOM = Modular Ocean Model.

The atmosphere and land components of FLOR are identical to those in Coupled Model version 2.5 (Delworth
et al., 2012) and have refined grid spacing compared to CM2.1. The atmosphere component has a finite vol-
ume dynamical core, formulated on a cubed sphere grid (Putman & Lin, 2007), with 180 grid points along
each edge of the cube (denoted “C180”), giving approximately 55 km × 55 km (0.5∘ × 0.5∘) horizontal cells.
The atmospheric GCM (AGCM) has 32 vertical levels, with the eight extra levels relative to CM2.1 concentrated
near the tropopause. The atmospheric physics parameterizations in FLOR are unchanged from CM2.1, apart
from a retuning of the liquid cloud droplet radius threshold for removal by autoconversion (which primarily
affects the brightness of low stratus clouds) to bring the global-mean top-of-atmosphere net radiative heating
averaged over the first century of simulation (

⟨
QTOA

⟩
in Table 3) into accord with the 0.6–0.7 W/m2 estimates

based on ocean observations over the past several decades (Johnson et al., 2016; Wild, 2017; Wild et al., 2015).
Other changes in FLOR/Coupled Model version 2.5 include an improved land component Land Model version
3 (LM3; Milly et al., 2014) and higher albedos for snow and sea ice that are in better agreement with obser-
vations (Delworth et al., 2012). FLOR’s AGCM time step is 3 hr for radiation and 20 min for other atmospheric
physics. Air-sea fluxes are exchanged with the ocean every 1 hr, that is, every other ocean time step.

FLOR has already contributed to remarkable advances in simulating and predicting ENSO and has been pro-
viding real-time global seasonal forecasts to the NMME every month since early 2014. With its excellent
representation of tropical rainfall, ENSO patterns, midlatitude storms, and continental topography, FLOR has
improved understanding and predictions of ENSO’s effects on global weather and climate—including sea-
sonal temperature and rainfall over land (Jia et al., 2015), extratropical storm tracks (Yang et al., 2015), regional
hurricane activity (Krishnamurthy et al., 2016; Murakami et al., 2015; Murakami, Vecchi, Delworth, et al., 2017;
Vecchi et al., 2014; Zhang et al., 2016), and the Great Plains Low-Level Jet (Krishnamurthy et al., 2015). FLOR
has also helped to clarify the links among tropical Pacific climate, North American decadal drought, and global
temperature trends (Delworth et al., 2015). As yet however, there has been no comprehensive evaluation of
FLOR’s tropical Pacific climatology; the present study aims to fill that gap.

2.3. LOAR1 Model
To isolate the role of atmospheric grid refinement in FLOR’s performance relative to CM2.1, we also examine
a model (Low Ocean Atmosphere Resolution version 1, or LOAR1; van der Wiel et al., 2016) that is identical to
FLOR except for two aspects. First, LOAR1’s atmosphere/land horizontal resolution is coarsened nearly to that
of CM2.1 in the tropics—with a “C48” grid that is coarser than FLOR’s by a factor of 3.75, giving approximately
208 km× 208 km (1.875∘ × 1.875∘) spacing. Second, the liquid cloud drop radius threshold for autoconversion
removal (rthresh) is increased from 8 to 9μm, which slightly increases stratus cloudiness and raises the planetary

albedo; this reduces LOAR1’s
⟨

QTOA

⟩
from 1.3 to 0.9 W/m2, close to the 1.0 W/m2 value of CM2.1 (Table 3).

Beyond its utility for the present study, LOAR1 has also contributed to the development of a new GFDL
coupled model (Seamless system for Prediction and EArth system Research [SPEAR]) which is optimized for
seasonal-to-decadal applications and forecasting. SPEAR leverages the new technology and parameteriza-
tions developed for the Coupled Model version 4 CGCM (Zhao et al., 2018a, 2018b) that is GFDL’s main model
contribution to Coupled Model Intercomparison Project phase 6. SPEAR will be documented in a future study.
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2.4. HiFLOR Model
To further explore the impacts of horizontal grid refinements in the atmospheric component, we examine the
HiFLOR coupled GCM (Murakami et al., 2015). HiFLOR is very similar to FLOR except for a further doubling of
the horizontal resolution of the atmosphere and land components to “C384,” with cells approximately 26 km×
26 km (0.23∘ × 0.23∘). The only other changes from FLOR to HiFLOR are the following: (1) HiFLOR’s atmospheric
dynamics time step is halved relative to FLOR, to ensure numerical stability at HiFLOR’s increased atmospheric
resolution (the physics time steps for the convection, cloud, and radiation schemes remain unchanged); (2)
the ocean surface roughness (used to compute the surface wind stress) is reduced to a constant value for
wind speeds above 40 m/s, to improve the simulation of tropical storms; and (3) an improved terrain mapping
algorithm is used to compute the land mask and topography.

HiFLOR is the first global model to demonstrate skill in simulating and predicting tropical cyclone cate-
gories 4 and 5 and their regional seasonal-to-interannual statistics (Murakami et al., 2015) and has been
used for research into regional tropical cyclone responses to ENSO and climate change (Murakami et al.,
2016; Murakami, Vecchi, Delworth, et al., 2017; Murakami, Vecchi, & Underwood, 2017; W. Zhang et al., 2016),
seasonal snowpack over the western United States (Kapnick et al., 2018), and attributing regional climate
extremes (van der Wiel et al., 2016; van der Wiel, Kapnick, van Oldenborgh, et al., 2017; van der Wiel, Kapnick,
& Vecchi, 2017).

Throughout this paper, we shall use the LOAR1 → FLOR → HiFLOR progression to assess impacts of increasing
atmospheric resolution on the simulation of the tropical Pacific climatology. However, it is important to note
that we have made only minimal attempts to optimize the tuning of the atmospheric parameterizations (e.g.,
clouds and convection) at these various resolutions. Further attention to either optimizing these parameters
or revisiting the underlying structure of the parameterizations in the context of increased resolution could
well yield additional gains in simulation.

3. Sea Surface Temperature

Figure 1 shows the annual-mean tropical Pacific SST from observations, along with the simulation biases and
intermodel differences. The spatial mean (𝜇) and spatial standard deviation (𝜎) for each map are indicated
above each panel. The observations (Figure 1a) show a warm pool in the west and an equatorial cold tongue
in the east which connects to the South American coast. East of 130∘W, there is strong meridional asymmetry
about the equator, with warm SST along 5–10∘N and near the Central American coast, cold SST south of the
equator, and very cold SST along the South American coast.

As described in Wittenberg et al. (2006), the CM2.1 simulation (Figure 1b) has a strong warm bias along the
South American coast, an overly strong equatorial cold tongue, a west Pacific warm pool that is too meridion-
ally confined, and an excessive eastward extension of the northern lobe of warm pool water into the central
Pacific. CM2.1’s tropical Pacific root mean square error (𝛿) of the SST relative to observations in Figure 1b is
almost entirely attributable to the bias in spatial pattern; the component 𝜇2∕𝛿2 of the mean square error
attributable to the spatial-mean bias is only 4%. CM2.1’s climatological zonal SST gradient (𝜕x T) along the
equator is too strong west of the dateline, and the meridional SST gradient (𝜕yT) is too strong on the poleward
flanks of the equatorial cold tongue. CM2.1 would thus require stronger-than-observed equatorial warm SST
anomalies (SSTAs) in order for atmospheric deep convection, which tends to develop over the warmest total
SST, to shift eastward and equatorward during El Niño.

The improved ocean/atmosphere physics and numerics in LOAR1 (Figure 1d) greatly improve its climatologi-
cal SSTs relative to CM2.1, substantially reducing both the equatorial cold bias and the South American coastal
warm bias. LOAR1 slightly worsens the cold biases in the southwestern and northwestern tropical Pacific, but
its overall 𝛿 is reduced and its 𝜇 nearly vanishes.

The atmospheric refinement in FLOR (Figures 1e and 1f) further improves the climatological SST relative to
LOAR1 and CM2.1. The equatorial cold SST bias has nearly vanished in FLOR; and both the Peruvian coastal
warm bias and the excessive SST contrast between the cold tongue and the warm pool/ITCZ are greatly
reduced. The spatial pattern improvements in most other regions result in FLOR having a smaller overall 𝛿
than LOAR1. However, FLOR’s basin-mean cold bias is slightly greater than in LOAR1 and CM2.1, and FLOR
does have stronger cold biases near Fiji (180∘W, 20∘S) and near Central America (e.g., 90∘W, 10∘S).
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Figure 1. Observed and simulated tropical Pacific climatological annual-mean SST (∘C). Shading is incremented every half-contour. See Tables 1–3 for data set
abbreviations. (a) OISST.v2 observations, averaged 1982–2016. Bottom row (b, d, f, and h) shows each model’s bias relative to (a), for simulated SST averaged over
years 1–100 of each control run. Remaining top panels show the stepwise intermodel SST change, due to (c) improved ocean/atmosphere physics, LOAR1 minus
CM2.1; (e) atmospheric grid refinement, FLOR minus LOAR1; and (g) further atmospheric grid refinement, HiFLOR minus FLOR. Labels atop each panel indicate
the spatial mean 𝜇 and standard deviation 𝜎. For the difference plots, an additional label indicates the spatial root-mean-square difference 𝛿 = (𝜇2 + 𝜎2)1∕2.
Dotted gray box is the Niño-3 region (150–90∘W, 5∘S–5∘N) for reference.

The further atmospheric refinement in HiFLOR (Figures 1g and 1h) cools the tropical Pacific SST by 0.6 ∘C
relative to FLOR, which worsens the overall cold SST bias. As discussed in section 5, this basinwide cooling is
linked to reduced high cloudiness in HiFLOR, which strengthens the net longwave cooling at the surface. A
version of HiFLOR with rthresh reduced from 8.0 to 7.0μm showed a 35% smaller tropical Pacific basin-mean cold
bias, due to reduced low cloud. However, this change also degraded HiFLOR’s simulation of ENSO and tropical
cyclones, and so subsequent studies thus far have all used the version of HiFLOR described in this paper.
Relative to the cooler spatial-mean SST, however, the spatial pattern of climatological SST actually slightly
improves in HiFLOR: 𝜎 decreases from 0.65 (FLOR) to 0.6 ∘ C (HiFLOR), and HiFLOR shows some reduction in
the excessive SST contrast between the equator and 10∘N.

Thus, proceeding from CM2.1→ LOAR1→ FLOR→HiFLOR results in ever more realistic climatological SST con-
trasts between the equator and off-equator, between the equatorial eastern and western Pacific, and between
the Peruvian coastal waters and the waters farther offshore. The equatorial and coastal SST improvements are
mainly attributable to LOAR1’s improved ocean/atmosphere physics and numerics, while the meridional SST
gradient improvements are attributable to both that reformulation and to the refined atmospheric resolution
in FLOR and HiFLOR.

4. Rainfall

Figure 2 shows the observed and simulated annual-mean tropical Pacific rainfall. Impacts of the rainfall on the
ocean salinity are discussed in Appendix I.

Observations show heavy rainfall in the ITCZ (4–12∘N), SPCZ (4–14∘S west of 140∘W), and west of 160∘W. The
southeast tropical Pacific is dry, aside from a weak double ITCZ along 4∘S which emerges especially during El
Niño years in boreal spring. The strong zonal and meridional asymmetries of the annual-mean rainfall largely
mirror those of the SST (Figure 1).

In contrast to SST, the time-mean tropical rainfall is less well constrained by observations. Adler et al. (2012)
suggest a 10–20% dry bias in the Global Precipitation Climatology Project (GPCP) product over the tropical
Pacific, while other studies suggest a global dry bias of 5–9% in GPCP over the oceans (Behrangi et al., 2014;
L’Ecuyer et al., 2015; Rodell et al., 2015). Despite this uncertainty, it is clear that apart from a clear dry bias near
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Figure 2. As in Figure 1 but for rainfall (mm/day). Observations (a) are from GPCP.v2.3, averaged 1979–2016.

the equator, CM2.1 generates too much rainfall over the tropical Pacific, especially in the convergence zones.
CM2.1 rains too much in the southeast Pacific, especially along the South American coast and along 7∘S where
an excessive “southern ITCZ” appears in boreal spring. CM2.1’s SPCZ and ITCZ are also displaced poleward of
their observed positions.

Because the local gross moist instability of the tropical troposphere is partly determined by the difference
between the local SST and tropical-mean SST (Xie et al., 2010), CM2.1’s rainfall bias patterns (Figure 2b) some-
what resemble its SST bias patterns (Figure 1b)—with wet biases near warm biases in relative SST and dry
biases near cold biases in relative SST. However, there are some important differences between the bias pat-
terns of rainfall and SST, which can be understood by looking at the background climatological SST and rainfall
patterns in Figures 1a and 2a. CM2.1’s rainfall biases tend to be the strongest near the deep convective zones
(ITCZ and SPCZ) and over the warm pool, where SSTs are closer to the convective threshold and the rainfall
responds more strongly to SST biases. In contrast, CM2.1’s rainfall biases are more muted in the dry zone near
the equator, where there is so little rainfall to begin with that CM2.1’s cold SST biases can only suppress a small
additional amount of rainfall.

Compared to CM2.1, LOAR1 has an improved pattern of annual rainfall (Figure 2d), mirroring the improved
SST contrasts described in the previous section. LOAR1’s ITCZ and SPCZ shift eastward and equatorward, its
southeast Pacific (double) ITCZ rainfall weakens, and it produces much less rain along the coast of South
America. FLOR and HiFLOR extend these improvements and also reduce the excessive basin-mean rainfall
(Figures 2f and 2h).

All four simulations show more rainfall than observed over the tropical Pacific, especially in the atmospheric
convergence zones. This is also true for the tropical Indian and Atlantic oceans (not shown), and all four mod-
els produce excessive global rainfall relative to GPCP.v2.3. Taking the observations at face value, the models’
excessive global rainfall would have to be balanced by excessive global evaporation, presumably over the
tropical oceans. The next section will show that the simulations do exhibit excessive evaporation over the
tropical Pacific.

5. Surface Heat Fluxes
5.1. Relevance and Constraints
In the absence of strong secular trends, the local time-mean net surface heat flux (i.e., ocean heat uptake) must
balance the local time-mean ocean-dynamical cooling (ODC) arising from subsurface advection and diffusion.
The pattern of time-mean net surface heat flux can therefore serve as a proxy for the intensity of local ODC.
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Despite recent progress toward constraining global-mean estimates of the time-mean surface heat fluxes
(Johnson et al., 2016; Wild, 2017), the pattern of net heat flux into the tropical Pacific ocean remains uncertain
(Carton, Chepurin, Chen, & Grodsky, 2018), due to difficulties estimating the near-surface specific humid-
ity, wind speed, and exchange coefficients that govern the evaporative cooling (Brown & Kummerow, 2014;
Gainusa-Bogdan et al., 2015; Josey et al., 2014; Valdivieso et al., 2017) and the cloud properties, aerosols, sur-
face albedos, and skin temperatures that govern the net shortwave heating and longwave cooling (Raschke
et al., 2016; Wild, 2017).

The ERA-Interim (ERA-I) reanalysis agrees well with dynamically constrained observational estimates of the
global surface heat flux components (L’Ecuyer et al., 2015; Liu et al., 2015; Stephens & L’Ecuyer, 2015; Wild
et al., 2015), and so we shall use it as our main observational reference. However, we note that ERA-I may
overestimate evaporation due to overly dry near-surface air (Brown & Kummerow, 2014; Gainusa-Bogdan
et al., 2015) and may also underestimate the sensible heat flux (which is a relatively weak term over the tropical
Pacific). We shall therefore also consider additional observational estimates for the heat fluxes.

5.2. Zonal Mean
Figure 3a shows the zonal-mean annual-mean surface heat fluxes over the tropical Pacific ocean, from
the observational estimates and simulations. Shortwave radiation, which is the strongest heating term at
200–250 W/m2, peaks near the equator and dims beneath the cloudy ITCZ along 7∘N. Latent cooling from
evaporation, the strongest cooling term at 80–150 W/m2, peaks in the warm, windy, dry zones near 14∘S and
18∘N and weakens in the cold/calm regime near the equator. In contrast to the shortwave heating and evap-
orative cooling, the 40–60 W/m2 of longwave cooling and 5–15 W/m2 of sensible cooling are much weaker
and more meridionally uniform.

Figure 3a shows that over the tropical Pacific ocean, both ERA-I and the simulations exhibit stronger evap-
oration (with less net heat uptake and implied ODC) than do the buoy-calibrated satellite observations. The
spread of zonal means is greatest near 10∘N, where there is a very large (40–50 W/m2) disparity in the latent
heat flux between SeaFlux.v1 and the simulations. The disparity is larger for the latent heat flux than for the
other flux components.

Compared to the large spread among the observational estimates, the differences among the simulations
are actually rather small—highlighting the need for improved observational constraints for the surface heat
fluxes. All four models appear to give too much shortwave heating between 3∘ and 10∘N. The simulations of
the latent and net heat fluxes (for which the observational spread is the greatest) are closer to ERA-I than to
the other observational products.

CM2.1 produces too much shortwave heating near the equator, due to its poleward-displaced ITCZ. LOAR1
reduces this bias, resulting in less ocean heat uptake and less implied ODC; this is likely tied to LOAR1’s
warmer equatorial SST (Figure 1c), which favors greater development of atmospheric deep convection near
the equator (Figure 2c).

Compared to LOAR1, the higher-resolution FLOR and HiFLOR show slightly more meridional asymmetry in the
surface heat fluxes, with more solar heating and ODC north of 8∘N and more evaporation and less ODC south
of the equator. This strengthens/improves the ocean heat uptake in FLOR and HiFLOR between 8∘ and 15∘N
but weakens (degrades) it between 8∘ and 15∘S. FLOR and HiFLOR also show progressively more off-equatorial
longwave cooling than CM2.1, LOAR1, and the observations, contributing to the progressively cooler SST in
FLOR and HiFLOR (Figures 1e and 1g).

5.3. Equatorial Zone
Figure 3b compares the Pacific annual-mean surface heat fluxes near the equator. Shortwave heating is
strongest under the clear skies of the central Pacific and weakest under the deep convection zones of the
west Pacific and the stratocumulus zones of the east Pacific. Evaporation peaks in the warm and windy west-
ern/central Pacific and is the weakest in the cool and calm east Pacific. Compared to the shortwave and latent
fluxes, the longwave and sensible fluxes have much less zonal structure near the equator and differ less among
the observational estimates. The net surface flux strongly heats the equatorial zone (especially in the east),
implying a strong compensating local ODC below the surface.

Near the equator in the western/central Pacific (130∘E–120∘W), there is 20–30 W/m2 less solar heating in
ERA-I than in the satellite estimates from ISCCP and CERES. This is in contrast to the South American coast,
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Figure 3. Annual mean surface heat fluxes (W/m2) into the Pacific ocean (positive values heat the ocean): (a) zonally
averaged 120∘E–70∘W, and (b) meridionally averaged 5∘S–5∘N. Thick colored lines are for years 1–100 of the
simulations from CM2.1 (red), LOAR1 (yellow), FLOR (green), and HiFLOR (blue). Gray lines are satellite- and/or
buoy-based estimates from the SeaFlux.v1 turbulent fluxes (1998–2007, dotted); OAFlux.v3 turbulent fluxes +
CERES.Ed2.8 radiation (2001–2015, solid); and OAFlux.v3 turbulent fluxes + ISCCP-FD radiation (1984–2009, dashed).
Black lines are reanalysis estimates from ERA-I (1979–2016, solid); DEEP-C.v3 (1985–2015, dotted); and TropFlux.v1
(1979–2016, dashed).
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Figure 4. As in Figure 1 but for net surface air-sea heat flux (W/m2, positive values heat the ocean). Observations (a) are from ERA-Interim, averaged 1979–2014.

where ERA-I has more solar heating than ISCCP and CERES. ERA-I also has stronger evaporative cooling near
the equator than in the buoy-calibrated SeaFlux.v1, OAFlux, and TropFlux products. With less solar heating
and more evaporative cooling, ERA-I thus has a weaker net surface heat flux (and implied ODC) than the other
observational products. For the net heat flux, ERA-I agrees well with the DEEP-C estimates near the equator,
though ERA-I is weaker in the west and slightly stronger in the east.

Despite the uncertain observational estimates, it is clear that the models overestimate the solar heating at
the eastern edge of the warm pool (150∘E–180∘E) and in the east Pacific (110∘W–80∘W), giving too little con-
trast between the cloudy and clear zones near the equator. The models also show too much evaporation near
the equator, especially in the west Pacific where the trade winds are too strong. The shortwave and evapo-
ration biases partly cancel, resulting in net surface heat fluxes that are in reasonable agreement with ERA-I
and DEEP-C. However, the models do show a stronger east-west contrast of the net surface heat flux near the
equator, due mainly to stronger evaporation and weaker implied ODC in the west.

From CM2.1 → LOAR1 → FLOR → HiFLOR, the equatorial solar heating improves (weakens). Compared to
CM2.1 and LOAR1, the near-equatorial evaporation in FLOR and HiFLOR is weaker in the west and stronger
in the east, reducing the excessive zonal contrast of evaporation. East of 150∘E, the near-equatorial net heat
uptake weakens from CM2.1 → LOAR1 → FLOR → HiFLOR, due to less shortwave heating and more evapora-
tion and consistent with weaker ODC associated with weakened trade winds and a flatter thermocline along
the equator (described below). The net heat fluxes in FLOR and HiFLOR are nearly identical to those in ERA-I
and DEEP-C, except in the west where FLOR and HiFLOR show less heat flux entering the ocean than observed.

5.4. Surface Heat Flux Maps

Figure 4 shows the pattern of annual-mean net surface heat flux into the tropical Pacific ocean between 20∘S
and 20∘N. The patterns of the individual shortwave, longwave, latent, and sensible heating components are
discussed in Appendix F.

ERA-I indicates an ocean heat uptake of 26 W/m2 averaged over this region. In the cold upwelling regions near
the equator and eastern boundary, with relatively clear skies with weak evaporation, the time-mean ocean
heat uptake can exceed 150 W/m2.

Compared to ERA-I, CM2.1 takes up 5 W/m2 less heat over the tropical Pacific, with less heat uptake off-equator
and near the east/west boundaries, and more heat uptake in the equatorial Pacific. The overly strong ODC
contrast between the cold tongue and the rest of the tropical Pacific mirrors CM2.1’s overly strong SST
contrast (Figure 1b).
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LOAR1 takes up even less heat than CM2.1, especially near the equator and in the southwest/northwest cor-
ners of the tropical Pacific (Figure 4c). This slightly worsens LOAR1’s bias toward weak basin-mean heat uptake
but also appropriately reduces the excessive heat uptake near the equator (Figure 4d). Along the equator,
LOAR1’s reduced heat uptake relative to CM2.1 acts to oppose LOAR1’s warmer SST (Figure 1c). Thus, LOAR1’s
warmer equatorial SST must be attributable to weaker ODC below the surface. Similarly, LOAR1’s cooler SSTs
near the Peru coast must be driven by stronger ODC there.

FLOR further weakens the basinwide ocean heat uptake (Figure 4e), especially in the eastern Pacific between
12∘S and 8∘N due to greater evaporation and cloud shading than in LOAR1. This worsens FLOR’s spatial-mean
bias relative to CM2.1 or LOAR1, but FLOR’s spatial pattern actually improves due to a reduced heating contrast
between the equatorial zone and 10∘N. Compared to LOAR1, FLOR’s weaker heat uptake and warmer SST
in the eastern equatorial Pacific, and stronger heat uptake and cooler SST north of 8∘N, are consistent with
the ODC changes driving the SST changes. However, in the remainder of the basin (including near the South
American coast), FLOR’s cooler SSTs appear to be driven by its reduced net surface heat flux relative to LOAR1.

As described in Appendix A, the multicentury warm drift below 100 m strengthens from LOAR1 to FLOR
(Figures A1b and A1c), even as the surface heat uptake of the tropical Pacific weakens (𝜇 in Figures 4d and 4f).
FLOR’s stronger warm drift must therefore be due to reduced poleward heat transport within the ocean.

Compared to FLOR, HiFLOR shows a slight reduction in its pattern bias (𝜎) relative to ERA-I and a further weak-
ening of the basin-mean ocean heat uptake (Figure 4g), mainly west of the dateline and near the equator.
Appendix F shows that this reduced heat uptake is linked to cloudier conditions west of the dateline between
15∘S and 8∘N and stronger longwave cooling away from the equator.

6. Surface Wind Stress

The tropical Pacific trade winds gather moisture from the ocean to fuel atmospheric convection. The winds
also drive the ocean currents that transport water and heat across the basin. Along the equator, the easterly
(i.e., westward) wind stress causes the sea surface to tilt upward, and the thermocline downward, toward the
west; the sea surface tilt then generates an eastward pressure gradient within the equatorial upper ocean that
helps to maintain the narrow EUC. The curl of the surface wind stress also drives upper-ocean Sverdrup trans-
ports (Appendix C), whose meridional divergences are linked to the tropical Pacific’s intense zonal currents;
and Ekman transports (Appendix D), particularly near the equator and eastern boundaries, which upwell cold,
nutrient-rich water toward the surface. Here we describe the main features of the observed and simulated
wind stress patterns. The meridional component of the wind stress is discussed in Appendix G.

6.1. Zonal Wind Stress
Figure 5 shows the annual-mean surface zonal wind stress (𝜏x) over the tropical Pacific ocean. The observed
easterly trade winds peak along 15∘N and 15∘S, while along the equator, the trade winds are weaker, with
peak easterlies near 150∘W and weak westerlies near the eastern and western boundaries.

CM2.1 has stronger-than-observed easterly 𝜏
x over most of the tropical Pacific, especially off-equator and in

the west (Figure 5b). Along the equator, CM2.1’s overly strong easterly 𝜏
x steepens the zonal tilt of the ther-

mocline, shoaling the thermocline in the east and intensifying the upper-ocean vertical temperature gradient
(𝜕zT) there (Figure 9b)—with subsequent impacts on the seasonal cycle and ENSO (Wittenberg et al., 2006).

LOAR1’s 𝜏x biases (Figure 5d) resemble those in CM2.1. Along the equator, LOAR1 has weaker easterlies than
CM2.1 in the western and central Pacific, which would help to flatten LOAR1’s equatorial thermocline. How-
ever, LOAR1 also has stronger easterlies in the northeast and southwest tropical Pacific than CM2.1—which
(as described later) exacerbates the excessive off-equatorial cyclonic curl and poleward Sverdrup transport,
further elevating LOAR1’s equatorial thermocline.

FLOR’s atmospheric refinement greatly improves 𝜏x relative to LOAR1, particularly near Central America and
north of 15∘N (Figure 5f ). FLOR has much less of LOAR1’s excessive cyclonic curl north of the equator, reduc-
ing FLOR’s poleward Sverdrup transport near the equator and north of 12∘N. However, FLOR’s easterlies are
now slightly too weak over the central equatorial Pacific, which would be expected to weaken the zonal
tilt of FLOR’s equatorial thermocline. FLOR’s zone of cyclonic curl (and poleward Sverdrup transport) in the
southwest equatorial Pacific is also situated closer to the equator than in LOAR1.
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Figure 5. As in Figure 4 but for zonal surface wind stress (dPa). Positive values exert westerly (i.e., eastward) stress on the ocean.

HiFLOR shows further improvement in 𝜏
x , with stronger easterlies in the central basin and weaker easterlies

in the west Pacific.

6.2. Wind Stress Cyclonicity
Figure 6 shows the annual-mean cyclonicity of the surface wind stress on the ocean, defined here as

cycl(𝝉) = sgn(y)curl(𝝉). (1)

This is simply the wind stress curl, but with the sign flipped in the southern hemisphere so that positive values
indicate cyclonic stress in both hemispheres. Cyclonic curl drives Ekman upwelling and poleward Sverdrup
transport (Appendices B and C).

Observations (Figure 6a) show cyclonic curl near the atmospheric convergence zones, especially near the ITCZ
and SPCZ and in the southeastern equatorial Pacific. CM2.1’s excessive off-equatorial easterlies amplify the
meridional shear of its wind stress (𝜕y𝜏

x), boosting the cyclonicity along 3∘N and 7∘S in the east Pacific, 13∘N
in the central Pacific, and 16∘S in the west Pacific. LOAR1 actually expands these cyclonicity biases, especially
near the SPCZ. In contrast, the improved atmospheric resolution and reduced rainfall in FLOR and HiFLOR
greatly reduce their cyclonicity biases.

6.3. Sverdrup Transport
Figure 7 shows 𝜕yVS, the meridional divergence of the Sverdrup transport implied by the surface wind stress.

As described in Appendix C, the zonal transport US at a given longitude must supply all of the 𝜕yVS between
that longitude and the eastern boundary. Figure 7 thus lends insight into the structure of the tropical Pacific
zonal currents, and also into the structure of the sea surface height and thermocline depth whose meridional
slopes generate the upper-ocean pressure gradients needed to balance the Coriolis force acting on the zonal
currents.

On the equatorward flanks of the observed off-equatorial easterly trade wind cores (Figure 5a), the wind
stress curl is cyclonic. These cyclonic features induce poleward VS near the equator in the western and
southeast Pacific. The positive 𝜕yVS along the equator (Figure 7a) then elevates the equatorial thermocline
and supports the eastward-moving EUC. The observed positive 𝜕yVS along 6∘N is supplied from the west
by the eastward-moving North Equatorial Countercurrent (NECC), while the negative 𝜕yVS along 10–4∘S
and 13∘N supplies the westward-moving South Equatorial Current (SEC) and North Equatorial Current
(NEC), respectively.

CM2.1’s excessive cyclonicity (Figure 6b) enhances its poleward Sverdrup transport of upper-ocean heat away
from the equator. CM2.1’s extrema of 𝜕yVS are generally stronger than observed and displaced from their
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Figure 6. As in Figure 5 but for cycl(𝝉) = sgn(y)curl(𝝉), the cyclonicity of the surface wind stress (dPa (1,000 km)−1). Positive values exert cyclonic stress on the
ocean.

observed positions (Figures 7a and 7b). For example, the meridional divergence linked to the NECC is shifted
northwest of its position in ERA-I, and the meridional divergence over the eastern equatorial Pacific cold
tongue is shifted onto the equator, north of its position in ERA-I. LOAR1 weakens (improves) 𝜕yVS along 10∘N,
but otherwise shows little improvement. FLOR and HiFLOR, however, greatly reduce the off-equatorial 𝜕yVS

biases, foreshadowing their improved off-equatorial zonal currents and associated meridional slopes of the
thermocline (sections 7 and 8).

In both FLOR and HiFLOR, the 𝜕yVS in the eastern equatorial Pacific remains too strong and too centered on
the equator, while that in the northeast tropical Pacific (associated with the NECC) remains too weak. Within

Figure 7. As in Figure 5 but for 𝜕y VS, the meridional divergence (m/day) of the oceanic Sverdrup transport implied by the annual-mean surface wind stress.
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Figure 8. As in Figure 5 but for wE, the Ekman upwelling (m/day) implied by the annual-mean surface wind stress.

the 9–2∘S band, FLOR retains a bias toward excessive 𝜕yVS which would be expected to discharge too much
upper-ocean heat from that latitude band; but HiFLOR shows improvement in this regard.

6.4. Ekman Upwelling
As an initial estimate of the annual-mean upwelling driven by local winds, Figure 8 shows the Ekman upwelling
velocity (wE; Appendix D) implied by the observed and simulated annual-mean wind stresses.

The wE implied by the observed stress (Figure 8a) is strongest in the equatorial cold tongue—due to both the
equatorial easterly winds in the central Pacific and the southerly winds in the east Pacific between the equator
and 5∘S. The wE is also strong along the coast of South America, where southerly winds induce offshore Ekman
transport fed by upwelling from below.

CM2.1’s overly strong and westward-displaced equatorial trade winds (Figure 5b) produce equatorial wE that
is stronger and farther west than its observation-based counterpart (Figure 8b). In addition, CM2.1’s weak
southerlies in the east generate less wE south of the equator between the equator and 5∘S, making the
subsurface cooling too symmetric about the equator.

Compared to CM2.1, LOAR1 (Figures 8c and 8d) greatly reduces the excessive wE in the western and central
Pacific, although it fails to improve the excessive symmetry in the east. FLOR (Figures 8e and 8f) does improve
the east Pacific meridional asymmetry, by strengthening both the downwelling north of the equator and the
upwelling south of the equator and along the coast of South America. However, FLOR also overly weakens
wE in the central equatorial Pacific, due to its weaker trade winds there. HiFLOR shows improvement in that
regard by strengthening wE along the equator.

7. Upper-Ocean Temperature Structure

This section describes the thermal structure of the tropical Pacific upper ocean, which is crucial to both the
time-mean density stratification and the dynamics of the seasonal cycle and ENSO. Appendix H discusses the
depth of the surface isothermal layer, and Appendix I discusses the upper-ocean salinity structure.

7.1. Equatorial Temperatures
Figure 9 shows the Pacific annual-mean upper-ocean temperature interpolated to the equator. Observations
show the thermocline sloping down toward the west, with the peak thermal stratification (𝜕zT) centered
roughly on the 20 ∘C isotherm (Figure 9a). The weakest 𝜕zT occurs in the surface mixed layer of the west
Pacific warm pool (in the upper 75 m above the 28 ∘C isotherm) and in the 13 ∘C thermostad of the east Pacific
between 200 and 250 m.

WITTENBERG ET AL. 3190



Journal of Advances in Modeling Earth Systems 10.1029/2018MS001372

Figure 9. As in Figure 1 but for subsurface ocean temperature (∘C) interpolated to the equator. Vertical axis is depth in meters. Observations (a) are from ORA-S4,
averaged 1979–2014.

The equatorial Pacific in CM2.1 (Figure 9b) is generally too cold over the top 100 m, with a slightly more diffuse
thermocline than observed, and a weaker 13 ∘C thermostad in the east. Some of the apparent diffuseness of
CM2.1’s annual-mean thermocline actually arises from the model’s overly strong ENSO variability (Wittenberg
et al., 2006), which amplifies the interannual fluctuations of thermocline depth and leads to excessive tempo-
ral “blurring” of the mean temperature profile (Ogata et al., 2013). Near South America, CM2.1 has excessive
𝜕zT near the surface, due to both a warm SST bias and a cold bias at 30-m depth.

Compared to CM2.1, LOAR1 has a reduced cold bias above 50 m and slightly weaker/better 𝜕zT near South
America (Figures 9c and 9d). These improvements stem from LOAR1’s flatter thermocline and weaker wE,
associated with its weaker equatorial trade winds (Figure 5c) and possibly also from LOAR1’s stronger TIWs
(section 10). LOAR1 also has a slightly thicker/better 13∘ thermostad in the east than CM2.1. However, LOAR1
also develops a cold bias below 100 m, which is amplified in the west due to LOAR1’s reduced zonal tilt of the
thermocline. LOAR1’s cooler temperatures below 100 m may be linked to its greater wind stress cyclonicity
and Ekman suction in the southern tropical Pacific (Figures 6c and 8c), which help to cool the South Pacific
source waters that feed into the lower part of the EUC (Gu & Philander, 1997; Z. ; Liu & Philander, 1995).

Compared to LOAR1, FLOR (Figures 9e and 9f) shows improved equatorial temperatures and 𝜕zT (especially
above 50 m), with weaker near-surface 𝜕zT near South America, a reduced cold bias below the thermocline,
and a thicker 13 ∘C thermostad. FLOR’s reduced cold bias below 150 m may be due to its weaker wind stress
cyclonicity and Ekman suction in both the southwest and northwest tropical Pacific (Figures 6e and 8e). FLOR’s
weaker equatorial easterly winds (Figure 5e) slightly over-flatten the thermocline. HiFLOR shows additional
minor improvements, reducing the excessive 𝜕zT in the thermocline west of 150∘W (Figures 9g and 9h).

7.2. Zonal Mean Temperatures
Figure 10 shows the annual-mean upper-ocean temperatures averaged zonally across the Pacific basin.
Observations show strong meridional asymmetry, with a prominent thermocline ridge near 8∘N.

CM2.1’s zonal-mean temperatures are too symmetric about the equator, with a subsurface cold bias at 8∘S
near 160-m depth and warm bias at 8∘N near 125-m depth (Figure 10b). LOAR1 shows little improvement in
this regard and also exhibits a broad cooling relative to CM2.1 below 100 m between 8∘S and 10∘N (Figures 10c
and 10d).

FLOR, however, has substantially better meridional asymmetry (Figure 10f ), consistent with its improved 𝜏
x

structure and implied Sverdrup transports relative to LOAR1 (Figures 5f and 7f). FLOR does retain a zonal-mean
cold bias between 14∘S and 6∘N and 100 and 220-m depth, likely linked to its excessive wind stress cyclonicity,
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Figure 10. As in Figure 9 but for subsurface ocean temperature (∘C) averaged zonally across the Pacific basin (120∘E–70∘W).

𝜕yVS, and wE within this latitude band (Figures 6f, 7f, and 8f). HiFLOR shows further slight improvements in
the near-equatorial cold biases between 100 and 220 m.

7.3. Upper-Ocean Heat Content
Figure 11 shows temperatures averaged over the top 300 m of the ocean. Observations (Figure 11a) show
cool temperatures (i.e., low upper-ocean heat content) where the thermocline is shallow, in the east Pacific
cold tongue and along 6–12∘N. Observed temperatures are warmest in the thermocline troughs of the west
Pacific warm pool near 160∘W, 14∘S and 150∘E, 16∘N.

In CM2.1 (Figure 11b), both the west Pacific warm pools and the north Pacific thermocline ridge along 6–12∘N
are weaker and less distinct than observed—giving too little meridional asymmetry of the heat content. In
the eastern equatorial Pacific, CM2.1’s thermocline is also slightly too shallow, which in combination with the
warm SST biases near South America results in excessive 𝜕zT near the surface (Figure 9b). LOAR1 actually
worsens these heat content biases—further reducing the meridional asymmetry and shoaling the equatorial
thermocline in both the western and far eastern Pacific (Figure 11c).

FLOR, however, greatly improves the heat content field and its meridional asymmetry relative to both LOAR1
and CM2.1—notably in the eastern Pacific, where FLOR’s equatorial heat content is now very realistic. Near
South America, FLOR’s warmer upper-ocean temperatures (Figure 11e) and cooler SSTs (Figure 1e) combine
to give weaker and more realistic 𝜕zT near the surface. FLOR’s realistic eastern equatorial Pacific tempera-
ture structure comes despite FLOR’s lingering cold bias in the southwest tropical Pacific source waters of the
EUC—foreshadowing that FLOR may have some compensating errors that help to heat the eastern equatorial
Pacific. HiFLOR shows further slight improvements in the meridional asymmetry, with increased heat content
near the dateline at 12∘S.

8. Upper-Ocean Currents
8.1. Surface Zonal Currents
Figure 12 shows u30, the annual-mean zonal current averaged over the top 30 m of the tropical Pacific. Obser-
vations show a westward SEC straddling the equator (10∘ S–4∘ N), an eastward NECC between 4∘ and 9∘ N, and
a westward NEC between 9∘ and 19∘ N. The thermocline ridge along 9∘ N (Figure 11a) has the NEC traversing
along its northern slope and the NECC along its southern slope. The shears between the SEC and NECC, and
between the SEC and EUC, are important since they give rise to near-equatorial TIWs. The TIWs stir water
meridionally across the cold tongue front and also generate intense transient shears which enhance vertical
mixing above the thermocline (Holmes & Thomas, 2015; Im et al., 2012; Moum et al., 2009, 2013).
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Figure 11. As in Figure 1 but for subsurface ocean temperature (∘C) averaged vertically over the top 300 m of the ocean. Observations in (a) are from ORA-S4,
averaged 1979-2014.

The time-mean near-surface zonal currents (u30) reflect not only the Sverdrup transport (US; Appendix C) but
also the Ekman transport (UE; Appendix D) and its vertical structure. The Ekman surface currents point more
downwind than the total vertically integrated Ekman transport: for example, well north of the equator, the
depth-integrated Ekman transport is 90∘ to the right of the wind stress, while the Ekman surface currents are
only 45∘ to the right of the wind stress. While (D4) states that the zonal Ekman transport UE is proportional
to 𝜏

y far from the equator, it is clear from Figure 12 that UE must contribute only weakly to u30, since the
observed meridionally narrow zonal surface jets away from the equator do not mirror any similar structures
in 𝜏

y (Figure G1).

Thus, it turns out that the Sverdrup component US strongly predicts the meridional structure of u30 away
from the equator. As described in section 6 and Appendix C, the cyclonicity of the surface wind stress
(Figure 6) sustains a poleward Sverdrup transport VS, whose meridional divergence 𝜕yVS (Figure 7) is com-
pensated by zonal convergence 𝜕x US. Equation (C3) then relates the local zonal transport US to the eastward
integral of 𝜕yVS.

Figure 12 demonstrates that u30 is well predicted by the 𝜕yVS inferred from the wind stress. The eastward NECC
feeds into the positive 𝜕yVS along 4–10∘N, the westward NEC emerges from the negative 𝜕y VS along 10–20∘N,
and the westward southern branch of the SEC emerges from the negative 𝜕yVS along 4–6∘S. The equator is
a local minimum of the near-surface SEC, due to cancellation between the surface-intensified Ekman com-
ponent (which is westward, driven directly by the westward winds) and the deeper eastward flow associated
with the EUC (driven by an eastward subsurface pressure gradient, associated with the eastward downslope of
the sea surface).

These observed features of u30 are also present in CM2.1 but with different intensities and spatial structure.
CM2.1’s biases in u30 (Figure 12c) can be understood by examining CM2.1’s biases in 𝝉 and implied 𝜕yVS

(Figures 5b, G1b, and 7b). Consistent with Appendices C and D, CM2.1’s u30 biases largely emanate west-
ward from its biases in 𝜕yVS (Figure 7b), with some modification near the equator by the surface-intensified
Ekman flow. For example, CM2.1’s SEC is shifted west of its observed position, due to three biases in CM2.1:
(1) westward-displaced trade winds, which cause westward displacement of the westward Ekman flow near
the equator; (2) overly divergent VS near the equator east of 150∘W, which boosts the equatorial east-
ward US in the eastern and central Pacific; and (3) overly convergent VS east of the dateline along 5∘N and
3∘S, which strengthens the westward US off-equator in the central and western Pacific. As a result of its
westward-displaced SEC, CM2.1 actually exhibits eastward u30 along the equator between 120∘ and 100∘W,
which manifests as an excessive shoaling of the EUC relative to observations (Figure 13d, red line).
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Figure 12. Observed and simulated tropical Pacific climatological annual-mean zonal current velocity averaged over the top 30 m of the ocean (u30, cm/s). (a)
OSCAR observations, averaged 1993–2016. Middle row (b, e, h, and k) shows the model-simulated total fields, analogous to (a), averaged over years 1–100 of
each control run. Bottom row (c, f, i, and l) shows each model’s bias relative to (a). Dotted vertical lines correspond to the equatorial mooring longitudes in
Figure 13. Otherwise as in Figure 1.

In the west/central Pacific, CM2.1’s NECC and NEC penetrate only halfway across the basin, and their axes are
shifted 2∘ north of their observed counterparts; both aspects are consistent with CM2.1’s 𝜕yVS biases to the
east of those regions. Along 5–8∘N in the far east Pacific, CM2.1’s insufficient 𝜕yVS actually yields westward
currents, rather than eastward as observed for the NECC. This NECC bias dramatically reduces CM2.1’s merid-
ional shear (𝜕yu30) on the northern flank of the SEC, which may then contribute to CM2.1’s weak TIW activity
(Figure 18). CM2.1’s weak 𝜕yVS in this region is mainly due to insufficient 𝜕2

y 𝜏
x
> 0 along 5–8∘N, which is in

turn due to the equatorward displacement of the east Pacific trade wind trough in CM2.1 (Figure 5). LOAR1’s
u30 biases are qualitatively similar to CM2.1’s, though somewhat reduced.

The u30 is further improved in FLOR and HiFLOR, due to those models’ more realistic 𝜏
x and 𝜕2

y 𝜏
x (Figure 5).

The NECC remains too weak, but it at least now flows eastward in the east Pacific—which intensifies the 𝜕yu30

between the SEC and NECC, and would be expected to boost TIW stirring north of the equator in FLOR relative
to CM2.1 and LOAR1. Along the equator in the eastern Pacific, u30 is no longer slightly eastward, though the
westward SEC remains too weak. The stronger equatorial westward u30 in FLOR and HiFLOR relative to LOAR1
(Figure 12g) is not due to stronger equatorial trade winds, which actually weaken relative to LOAR1 (Figures 5d,
5f, and 5h); rather, FLOR and HiFLOR’s stronger westward u30 may instead be tied to their weaker EUC, as
discussed next.

8.2. Equatorial Undercurrent
The EUC plays a key role in advecting west Pacific subsurface waters into the upwelling zones of the east
Pacific, where they can more directly impact SST. The EUC also generates strong vertical shear (𝜕zu) relative
to the westward SEC at the surface, which helps to sustain vertical mixing above the thermocline (D. Wang &
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Figure 13. Subsurface zonal current velocity (cm/s) interpolated to four longitudes along the equator. Solid colored lines indicate time means over years 1–100
of the control simulations of CM2.1 (red), LOAR1 (yellow), FLOR (green), and HiFLOR (blue). Also shown are the time means from the TAO/TRITON moorings (black
solid, 1980–2017), ORA-S4 reanalysis (gray dashed, 1979–2014), SODA.v3.4.1 reanalysis (gray dot-dashed, 1980–2015), and ECDA.v3.1 reanalysis (gray dotted,
1979-2017). TAO/TRITON buoy data are processed using daily means of measurements from both fixed-depth mechanical current meters and acoustic doppler
current profilers, with a simple average of the two where both are available. The merged daily means from the buoys are vertically interpolated and then
averaged onto a monthly grid; these monthlies are then used to compute a 12-month climatology, whose annual mean is plotted. The available years for the
[mechanical current meter, acoustic doppler current profiler] buoy data are (a) [1985–2017, 1991–2008] at 165∘E; (b) [2002–2017, 1988–2010] at 170∘W; (c)
[1983–2017, 1990–2010] at 140∘W; and (d) [1980–2017, 1991–2010] at 110∘W.

Müller, 2002). The meridional shear (𝜕yu) between the EUC and SEC also helps to generate TIWs (Lyman et al.,
2007; Willett et al., 2006).

Figure 13 shows upper-ocean profiles of the annual-mean zonal current (u), interpolated to four key
TAO/Triton moorings along the equator. The TAO observations show an eastward EUC sloping upward from
200 m at 165∘E to 80 m at 110∘W, with a peak speed of about 1 m/s near 140∘W. The peak Eulerian-mean u on
the equator has been estimated to be about 14 cm/s weaker than the peak speed within the meandering EUC
core itself, since the narrow EUC meanders within a ±0.4∘ latitude band about the equator (Leslie et al., 2014).

It remains a challenge for model-based ocean reanalyses to capture the vertical structure of the equatorial cur-
rents. This is due to both the sparse observational constraints and a strong sensitivity of the simulated currents
to the ocean model formulation and uncertain wind stress forcings. Figure 13 shows that relative to the moor-
ing data, ORA-S4 has a westward bias in its equatorial currents, with a stronger SEC and weaker EUC. However,
ORA-S4 does at least show realistic 𝜕zu above the EUC. In contrast, SODA.v3.4.1 has weaker-than-observed
𝜕zu both above and below the EUC, with a shallower zonal slope of the EUC and greater eastward transport
in the east Pacific than ORA-S4, both above and below the EUC core.

CM2.1 produces quite realistic equatorial currents, outperforming even ORA-S4 and SODA.v.3.4.1 relative to
the TAO data at most depths in the east Pacific. Compared to TAO, CM2.1 does show a shallower and stronger
EUC in the western Pacific, with stronger 𝜕zu above the EUC core.

LOAR1 shows improved surface westward currents, which are weaker at 165∘E and stronger at 110∘W than
in CM2.1. At 110∘W, LOAR1 matches the TAO data even better than the reanalyses. At the other equatorial
moorings, LOAR1 does exacerbate some of CM2.1’s EUC biases, strengthening the eastward EUC in the west
(165∘E) and vertically broadening it in the central Pacific (165∘E–140∘W).

Compared to LOAR1, the EUC and its zonal slope both weaken in FLOR and HiFLOR, consistent with their flatter
equatorial thermocline (Figure 11e) and less divergent 𝜕yVS in the eastern equatorial Pacific (Figure 7e). The
westward equatorial surface currents also intensify slightly relative to LOAR1—perhaps due to weaker friction
of the surface-intensified Ekman flow against the weaker EUC in FLOR and HiFLOR.

8.3. Equatorial Upwelling
Numerous studies have demonstrated the critical role of upwelling for the tropical Pacific climatology and its
response to external radiative forcings (Clement et al., 1996; Dijkstra & Neelin, 1995; Predybaylo et al., 2017; Xie
et al., 2010) and for mediating ocean-atmosphere feedbacks during ENSO (Capotondi et al., 2006; Collins et al.,
2010; Kug et al., 2010; Neelin, 1991; Wang & An, 2002; Wittenberg, 2002; Zebiak & Cane, 1987). As yet there are
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Figure 14. As in Figure 9 but for the subsurface vertical velocity (m/day, positive upward). (a) ORA-S4 reanalysis, averaged 1979–2014. Bottom row (b, d, f, and h)
shows averages over years 1–100 of each control simulation. Remaining top panels (c, e, and g) as in Figure 9. The reliability of ORA-S4 for this field is unknown,
since direct upwelling observations are not available.

no direct observations of this critical field, and so the modeling community must still rely on model reanaly-

ses to help evaluate ocean simulations. Unfortunately, ORA-S4’s biases in the zonal currents (Figure 13) lend

little confidence in that product’s ability to capture the real-world intensity and pattern of the annual-mean

vertical velocity (w). Yet we display ORA-S4’s w here, if only to motivate future efforts to better constrain w via

improved observations and reanalyses.

Figure 14 shows w interpolated to the equator. ORA-S4’s equatorial w extends from the surface to the base of

the thermocline. Not all of that w contributes to advective cooling of the layers above, since a large compo-

nent of w arises simply from the vertical component of the EUC, which flows upward toward the east along

the zonally tilted thermocline. ORA-S4 also has persistent localized peaks along the equator, which are likely

artifacts created by assimilating sparse observations into a biased ocean model.

CM2.1 similarly has intense w at the equator—exceeding 2.25 m/day near 125∘W at 75-m depth—that is

stronger than the ORA-S4 values which spatially fluctuate about 1.5 m/day. Compared to ORA-S4, CM2.1 has

much weaker w within the top 50 m of the western and central equatorial Pacific. CM2.1’s peak w sits slightly

above the thermocline and compared to ORA-S4 slopes more strongly upward toward the east and appears

to be more linked to the tilted EUC. West of the dateline, CM2.1’s w is generally stronger than in ORA-S4,

consistent with CM2.1’s stronger Ekman suction in the west (Figure 8).

Compared to CM2.1, LOAR1 develops a second, near-surface branch of w toward the west along 50 m, greatly

broadening the vertical extent of w and better resembling ORA-S4. That LOAR1 has stronger w west of 130∘W

above 70 m, despite LOAR1’s appropriately weaker implied wE in the west Pacific (Figure 8), suggests that

LOAR1’s stronger density stratification in the west Pacific above 50 m (Figures 9c and I1c) may be helping to

focus its Ekman transport into a shallower surface layer.

Compared to both CM2.1 and LOAR1, both FLOR and HiFLOR show a weaker peak equatorial w of just over 1.75

m/day near 120∘W at 70-m depth. This is consistent with the weaker wE inferred from the weaker equatorial

trade winds in FLOR and HiFLOR, with relatively little change in density stratification above 70 m relative to

LOAR1. The equatorial w is shifted slightly deeper in HiFLOR than FLOR, likely due to HiFLOR’s slightly weaker

thermal stratification above 70 m (Figure 9g).
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9. Upper Ocean Heat Budget

Appendix E derives a simplified annual mean climatological heat budget relevant to a fixed-depth surface
layer in the tropical Pacific ocean:

Qsfc

𝜌0CpHm
−
[
𝛁 ⋅ (usTs)

]
+ [R] = 0, (2)

where an overbar ( ) denotes a climatological annual mean, square brackets ([ ]) denote a vertical average
over the layer, Qsfc is the net surface heat flux, 𝜌0 is the seawater density, Cp is the seawater specific heat
capacity, Hm = 50 m is a spatially and temporally constant mixed layer depth, us is the “slow” (monthly mean)
component of the three-dimensional ocean velocity field, Ts is the slow temperature field, and R is a residual
heating term. In short, the time-mean surface heat flux is balanced by time-mean monthly advection (namely,
heating attributable to advection of monthly mean temperatures by the monthly mean currents), plus a resid-
ual heating associated with submonthly eddy advection, parameterized subgridscale oceanic mixing and
stirring, and solar penetration. Qsfc was displayed in Figure 4. The present section will discuss the remaining
two terms of (2).

9.1. Monthly Scale Advection
Figure 15 shows the equatorial vertical structure of the monthly scale advective temperature tendency,
−𝛁 ⋅ (usTs), namely, the time-mean heating that would arise from advection of the monthly mean tempera-
ture structure by the monthly mean currents. The ORA-S4 reanalysis shows strong cooling from this monthly
advection in the eastern equatorial Pacific above 100 m, with the most intense cooling at 35 m east of 120∘W,
where the equatorial thermocline is shallow.

Given ORA-S4’s strong localized peaks in w along the equator (Figure 14), the relative smoothness of ORA-S4’s
total monthly advective tendency is rather surprising. This smoothness stems from colocation of the peaks of
w with the peaks of 𝜕x T along the equator, associated with the subtle step-like features in the ORA-S4 ther-
mocline (Figure 9a), so that the extrema in vertical advective cooling are offset by extrema in zonal advective
warming.

In the central equatorial Pacific, CM2.1’s monthly advective cooling is weaker near the surface than in ORA-S4,
due to CM2.1’s weaker SEC and 𝜕zT (which weaken the westward and upward cold advection, respectively).
CM2.1’s cooling is more narrowly focused just above the thermocline, where w is stronger than in ORA-S4
(Figure 14b).

Compared to CM2.1, LOAR1’s vertically broader w and stronger 𝜕zT act to strengthen the equatorial monthly
advective cooling and extend it closer to the surface, especially near the dateline. FLOR further shoals the
advective cooling in the central equatorial Pacific but also reduces the cooling near the surface in the
shallow-thermocline region east of 140∘W, where w and 𝜕zT both weaken in FLOR. HiFLOR slightly deepens
the advective cooling, due to its deeper w.

Figure 16 maps the horizontal structure of the upper-layer monthly advective tendency, −
[
𝛁 ⋅ (usTs)

]
, which

is the time-mean heating of the top 50 m of the ocean due to the monthly scale advective heat conver-
gence. In ORA-S4, the monthly advective cooling extends across nearly the entire basin between 6∘S and
4∘N and is strongest between 2∘S and 2∘N east of 140∘W. There is strong monthly advective cooling near
the South American coast, due to southerly winds which induce offshore Ekman flow and coastal upwelling.
There is also strong cooling near the Guatemala basin, associated with w and mixing driven by the narrow
wind jets that flow through the Tehuantepec, Papagayo, and Panama gaps in the Central American cordillera
(Alexander et al., 2012).

In contrast, CM2.1 has a more horseshoe-shaped pattern of cooling, with weaker monthly advective cooling
in the top 50 m between 2∘S and 2∘N and 180∘ and 110∘W and stronger monthly advetive cooling near South
America and along 8∘S and 6∘N (Figure 16b). CM2.1 also shows much less cooling west of Costa Rica and
Panama, likely caused by the inability of CM2.1’s 220 km atmosphere grid to represent the narrow gap winds
and their associated Ekman upwelling (Figure 8b).

LOAR1 shows minor improvements, with slightly more cooling than CM2.1 in the eastern equatorial Pacific,
and less of a horseshoe pattern. FLOR and HiFLOR show further improvements, with their weaker equato-
rial trade winds (Figure 5) and flatter thermocline (Figure 9) slightly weakening their excessive near-surface
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Figure 15. As in Figure 14 but for the total monthly advective heating (K/year), which is diagnosed pointwise from the monthly mean currents and temperature
gradients, then interpolated to the equator, then time-averaged over the full data set.

𝜕zT and monthly advective cooling near South America. The higher-resolution atmosphere and topogra-
phy (and stronger gap winds) in FLOR and HiFLOR also improve their subsurface advective cooling near
Central America.

9.2. Residual Heating
Figure 17 shows [R] from equation (2), namely, the time-mean residual heating required to balance the surface
heat flux and monthly advection, averaged over the top 50 m of the ocean. For the models, [R] estimates the

Figure 16. As in Figure 1 but for the total monthly advective heating (K/year), which is diagnosed pointwise from the monthly mean currents and temperature
gradients, then averaged over the top 50 m of the ocean, then time-averaged over the full data set. (a) ORA-S4 reanalysis, averaged 1979–2014. Bottom row (b, d,
f, and h) shows averages over years 1–100 of each control simulation. Biases relative to (a) are not shown, since the ORA-S4 solution for this field is of unknown
quality.
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Figure 17. As in Figure 16 but for [R] (K/year), the inferred residual heating averaged over the top 50 m of the ocean and then time-averaged over the full data
set. For each month, R is computed pointwise by subtracting the monthly advective heating (Figure 16) and surface flux heating (Figure 4) from the total
temperature tendency (𝜕tT). In the model simulations, R in the tropical Pacific is almost entirely due to submonthly advection and parameterized vertical
diffusion. In the ORA-S4 reanalysis, R further includes the assimilation increments that nudge the ocean solution toward observations and stand in for real-world
forcings and physical processes that are missing from the assimilating ocean model. Because there is very little long-term temperature trend 𝜕tT , the sum of
Figures 4, 16, and this figure essentially vanish within the tropical Pacific upper ocean.

heating due mainly to submonthly advection and vertical mixing. For ORA-S4, [R] also includes any time-mean
heating due to assimilation increments, which nudge the ocean model toward the observations and thereby
compensate for unresolved ocean processes and/or errors in the surface forcings (see Appendix E).

In ORA-S4, [R] is a cooling term over most of the tropical Pacific, with the strongest cooling near the eastern
and western boundaries and along 8∘N and 6∘S. [R] is a warming term in the central Pacific along 2∘N and
2∘S, due in part to submonthly TIWs which stir warm water equatorward. [R] is also a warming term in the gap
winds region southwest of Central America, helping the surface heat flux to counter ORA-S4’s strong monthly
advective cooling in this region (Figure 16a).

The [R] simulated in the models differs greatly from that in ORA-S4. CM2.1’s [R] shows cooling nearly every-
where, especially in the central equatorial Pacific where [R] is a heating term in ORA-S4. CM2.1’s [R] also shows
relatively little residual cooling along the coast of South America, in contrast to ORA-S4. Compared to CM2.1,
the LOAR1, FLOR, and HiFLOR simulations show slightly less residual cooling from [R] along the equator and
more cooling along the South American coast; yet all still look very different from ORA-S4.

The similarity of the residual patterns among the GFDL simulations (Figures 17b, 17d, 17f, and 17h) and their
differences from ORA-S4 suggest that any bias in their submonthly processes must be common to all of them.
Biases could plausibly arise from the ocean models’ relatively coarse (1∘) resolution in the zonal direction,
which may suppress the TIWs, coastal eddies, and their effects on the heat transports and vertical exchange.
If so, then apparently, the models compensate not with surface heat flux biases (which according to Figure 4
are relatively minor) but rather with stronger monthly advective cooling near the eastern boundary (where
𝜕zT is too strong) and weaker monthly advective cooling in the top 50 m of the cold tongue (due to weaker
w, weaker westward u, and/or weaker 𝜕zT above 50-m depth). Alternatively, the analysis increments that con-
tribute to ORA-S4’s [R] may not solely represent corrections to submonthly processes; the increments could
also be responding to biases in ORA-S4’s surface fluxes and/or monthly advection, which would then make
the ORA-S4 residual a less appropriate target for the models’ submonthly residuals.

If ORA-S4’s [R] were taken at face value and interpreted as a term arising from submonthly processes, then
the models’ stronger residual cooling near the equator would suggest that the models either underestimate
a warming effect or overestimate a cooling effect of submonthly variability in these regions. One contributor
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Figure 18. Temporal standard deviation of zonally narrow subseasonal sea surface temperature (SST) anomalies (∘C),
driven mainly by tropical instability waves (TIWs). (a) Observations from OISST.hi.v2 (1982–2016); (b) CM2.1 1860 control
run (years 101–200); (c) LOAR1 1990 control run (years 1–100); (d) FLOR 1990 control run (years 701-800); and (e)
HiFLOR 1990 control run (years 1–100). Each data set’s daily-mean SSTs are averaged onto the FLOR ocean grid and then
band-passed with triangle smoothers to retain periods of 7–90 days, zonal wavelengths of 5–25∘ longitude, and
meridional wavelengths exceeding 2∘ latitude. The result is squared, then smoothed to retain zonal wavelengths greater
than 11∘, and finally time-averaged to produce a variance whose square root is plotted. Gray dashes mark the Niño-3
region.
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could be the models’ weaker-than-observed TIWs (section 10), which could reduce both the equatorward heat
convergence in the upper ocean, and the ocean’s heat uptake from the atmosphere along 2∘N and 2∘S due to
insufficient poleward spreading of the cold tongue (Jochum & Murtugudde, 2006). Alternatively, the models
might inadvertently have been tuned toward excessive vertical diffusive cooling within the equatorial cold
tongue, to compensate for insufficient monthly advective cooling near the surface (Figure 16) and excessive
influx of heat from the atmosphere (Figure 4). The opposite situation holds near the coast of South America,
where the models show much less residual cooling than ORA-S4. This weaker east Pacific submonthly cooling
in the models—which helps compensate for their stronger monthly advective cooling in the far east Pacific
(Figures 16b, 16d, and 16f)—could conceivably stem from insufficient simulated high-frequency upwelling
and vertical mixing in the east Pacific, associated with the models’ overly strong thermal stratification there.

10. Tropical Instability Wave Activity

To understand the differences in residual heating seen in section 9.2, we next examine the TIW activity in
the observations and simulations. As mentioned above, TIWs stir warm surface water equatorward to help
maintain the thermal stratification of the cold tongue, while also stirring cold equatorial water poleward to
meridionally broaden the cold tongue SST. The TIWs also produce small-scale transient shears which enhance
vertical mixing, further cooling the near-equatorial SST and enhancing the cold tongue’s heat uptake from
the atmosphere.

Figure 18 shows the amplitude of observed and simulated TIW SSTAs, with zonal and temporal filtering
to help isolate the subseasonal variability associated with TIWs from that associated with equatorial Kelvin
waves excited by westerly wind events in the western/central Pacific. The observed TIW SSTAs (Figure 18a) are
strongest north of the equator and in the Niño-3 region, peaking near 110∘W, 3∘N where there is both strong
𝜕yu to amplify the waves and strong 𝜕yT to boost their meridional heat transports.

In CM2.1, the TIW SSTAs are much weaker and farther west than observed, peaking near 155∘W, 3∘N. CM2.1’s
TIW SSTAs are weak despite the model’s excessive climatological cold tongue (Figure 1), which enhances the
poleward 𝜕yT and thus the meridional advective heat flux for a given meridional current anomaly; thus, the
stirring by TIW currents in CM2.1 is likely even weaker than suggested by the model’s weak SSTAs in Figure 18.

LOAR1’s TIW SSTAs, which peak near 125∘W, are much stronger and more realistic than in CM2.1. LOAR1’s
improved TIW SSTAs are particularly impressive given that LOAR1 also has an improved (weaker) climato-
logical cold tongue, which on its own would tend to weaken the TIW advection due to weaker 𝜕yT . LOAR1’s
improved TIWs are likely due to both its improved 𝝉 and 𝜕yu in the east Pacific (Figures 5 and 12) and its
improved ocean physics and numerics—in particular its biharmonic viscosity scheme (which weakens the
frictional dissipation at and above the spatial scale of the TIWs) and its less dissipative advection scheme.
LOAR1 does produce more TIW activity south of the equator than observed, perhaps due to LOAR1’s excessive
shear between the EUC and SEC south of the equator (Figure 12).

FLOR and HiFLOR retain LOAR1’s improved spatial pattern of TIW SSTA variability—but interestingly, these
simulations’ TIW SSTAs weaken relative to LOAR1, despite FLOR and HiFLOR having an identical ocean formu-
lation and a stronger 𝜕yu in the northeast Pacific near the equator. The weaker TIW SSTAs in FLOR and HiFLOR
may be due to those models’ improved (weaker) 𝜕yT near the equator (Figure 1), which would weaken the
TIW advective fluxes in the off-equatorial central and eastern Pacific.

The weaker-than-observed TIW activity in all four models is likely associated with the relatively coarse reso-
lution of their common ocean grid, which is 1∘ × 1∘ narrowing to 0.33∘ meridional spacing near the equator.
Marchesiello et al. (2011) suggest that a 10-km grid is needed to adequately capture TIW dynamics near the
equator, and indeed, the TIWs are much stronger in the GFDL-CM2.6 model which has the same atmosphere
as FLOR but uses a 10-km ocean grid in the tropics (Delworth et al., 2012; Griffies et al., 2015). This suggests
that FLOR’s coarse oceanic horizontal (especially zonal) resolution is a key limiting factor for its simulation of
TIWs and their role in the heat budget of the equatorial Pacific.

11. Discussion
11.1. Remaining Challenges
Compared to CM2.1, the LOAR1, FLOR, and HiFLOR models yield progressively more realistic simulations of
tropical Pacific annual-mean climate. The atmospheric grid refinement from LOAR1 to FLOR (208 → 55 km)

WITTENBERG ET AL. 3201



Journal of Advances in Modeling Earth Systems 10.1029/2018MS001372

generally has more of an impact on the simulated tropical Pacific climatology than the subsequent refine-
ment from FLOR to HiFLOR (55 → 26 km). This is in contrast to the simulations of small-scale and regional
phenomena (tropical storms, seasonal snowpack, and regional climate extremes) that continue to show strik-
ing improvements from FLOR to HiFLOR (Kapnick et al., 2018; Murakami et al., 2015; van der Wiel et al., 2016).
This suggests that while simulations of these regional phenomena (and their dependence on tropical Pacific
climate) might continue to benefit from further increases in atmospheric resolution, the simulation of the
tropical Pacific climatology itself may benefit more from improved parameterizations of subgridscale atmo-
spheric processes (e.g., convection and clouds) and improved ocean models. It is conceivable that some of the
tropical Pacific climate improvements seen in the 55-km FLOR could also have been attained with a 100-km
grid (midway between LOAR1 and FLOR), though we have not tested this in the FLOR lineage which has
focused on improving simulations of regional and extreme phenomena that clearly benefit from higher atmo-
spheric resolution. However, analyses of the 100-km GFDL-AM4 atmosphere model (Zhao et al., 2018a; 2018b)
and its coupled counterpart GFDL-Coupled Model version 4 confirm that excellent simulations of tropical
Pacific climate are indeed possible with a 100-km atmosphere grid.

Several challenges remain. All four simulations (CM2.1, LOAR1, FLOR, and HiFLOR) have overly shallow ther-
moclines between 20∘S and 5∘N, with prominent zonal-mean cold biases between 50- and 250-m depth, and
too little meridional asymmetry of the thermocline about the equator. All four simulations also have excessive
off-equatorial trade winds, which leads to excessive wind stress cyclonicity and poleward Sverdrup transport
near the equator.

Some of the changes from CM2.1 → LOAR1 → FLOR → HiFLOR are not improvements. In particular, LOAR1’s
change in tropical Pacific wind stress boosts the off-equatorial trade winds and evaporative cooling near the
dateline between 10∘ and 20∘S, which worsens the cold SST bias there compared to CM2.1. LOAR1’s wind
changes also exacerbate the wind stress cyclonicity south of the equator—leading to stronger wE in that
region and more poleward Sverdrup transport away from the equator. LOAR1’s stronger wind-driven circu-
lation then cools the source waters of the EUC, helping to shoal the equatorial thermocline and boost the
subsurface monthly advective cooling at the equator, despite LOAR1’s weaker equatorial wE. This remotely
driven wind stress effect is sufficiently strong that the eastern equatorial Pacific cold SST bias and exces-
sive ocean heat uptake remain present in LOAR1 despite its much improved (weaker) equatorial trade
winds. LOAR1’s excessive off-equatorial cyclonicity may well be masking an inherent tendency of the ocean
component to overdeepen the equatorial thermocline.

Relative to LOAR1, FLOR further strengthens the trade winds and evaporation in the southwest tropical Pacific,
worsening the cold SST bias there relative to LOAR1. FLOR also shows greater intercentennial warm drift of
tropical Pacific temperatures below 100 m, reflecting stronger heat uptake outside the tropics. On the bright
side, FLOR’s reduced rainfall, wind stress cyclonicity, and subsurface cold bias south of the equator produce
a warmer and saltier EUC, which (together with FLOR’s weaker equatorial trade winds) leads to very realistic
equatorial thermal stratification within the top 50 m of ocean in FLOR. This practically eliminates the equatorial
cold SST bias in FLOR and improves (weakens) FLOR’s equatorial oceanic heat uptake.

FLOR’s still-excessive wind stress cyclonicity may yet be masking an intrinsic tendency of its ocean compo-
nent to overdeepen the equatorial thermocline. This is suggested by HiFLOR’s overly deep isothermal layer
depth (ILD), discussed in Appendix H, which indicates that more realistic winds cause the ocean component
to generate excessive vertical mixing near the surface.

11.2. A Path Forward
Future progress toward simulating tropical Pacific climate depends on better observing, simulating, and
understanding its multiscale coupled interactions. Atmospheric GCMs intended for coupling must be
assessed for their ability to produce realistic tropical Pacific patterns of time-mean surface fluxes—in partic-
ular the surface wind stress and the net surface heat flux. Surface flux biases may hardly affect an AGCM
forced by observed SSTs, but in coupled mode, those flux biases can affect SST, strongly feeding back onto
the atmospheric simulation. Similarly, ocean GCMs intended for coupling must be assessed for their ability to
produce realistic equatorial near-surface thermal stratification, heat budget tendencies, and heat uptake from
the atmosphere. These near-surface features may be tightly constrained in flux-forced ocean GCM (OGCM)
runs (e.g., Coordinated Ocean-ice Reference Experiments; Griffies et al., 2009), but in coupled mode, a model’s
upper-ocean dynamical biases can alter the SST and thus the atmospheric simulation of surface wind stress,
heat fluxes, and rainfall, feeding back onto the OGCM and biasing its water mass formation and transports.
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To guide future model development, more precise, accurate, representative, and reliable tropical Pacific con-
straints are needed from observations and reanalyses. Better constraints are particularly needed for the
annual-mean wind stress and its curl, the net surface heat flux and its components, time-mean rainfall and
the atmospheric moisture budget, subsurface currents, upwelling, mixing, and the upper-ocean heat budget.
Improved model-based reanalyses are critical, as are enhancements to the Tropical Pacific Observing System
(TPOS) as proposed by the international TPOS2020 Project (Cravatte et al., 2016).

The results of this study highlight the role of nonlocal air-sea feedbacks in the equatorial Pacific climatology,
namely, the influence of off-equatorial surface heat and momentum fluxes on the equatorial cold tongue
intensity and thermocline depth. Nonlocal controls on cold tongue intensity have been proposed by several
previous studies, involving subtropical cloud albedos (Burls et al., 2017), the depth of off-equatorial mixing
and solar penetration (Anderson et al., 2009), equatorward subsurface advection of temperature biases sub-
ducted in the eastern subtropical Pacific (Thomas & Fedorov, 2017), SSTs in the tropical Indian and Atlantic
Oceans (Katjar et al., 2017), and the Indonesian Throughflow (Song et al., 2007). Our study adds the time-mean
off-equatorial wind stress curl and its implied Ekman and Sverdrup transports as key remote influences on
equatorial Pacific climate. This in turn implies that the off-equatorial wind stress curl and the many factors
that contribute directly and indirectly to it (e.g., the SST, net surface heat flux, rainfall, clouds, atmospheric
latent heating and convective momentum transports, and vertical mixing within the oceanic and atmo-
spheric boundary layers) will need to be better constrained by observations, to provide reliable targets for
model developers.

We would thus encourage investigators to apply the following dynamically motivated diagnostics, both to
intercompare observational and reanalysis products and to help attribute biases in coupled simulations:

1. The time-mean net surface heat flux (ocean heat uptake), as a proxy for the time-mean intensity of local
ODC arising from advection, stirring, and mixing.

2. The surface wind stress cyclonicity cycl(𝝉), and its implied Ekman suction wE and Sverdrup transport
meridional divergence 𝜕yVS, to diagnose wind-induced biases in the equatorial thermocline depth and the
upper-ocean currents and heat transports.

3. The upper-ocean stratification and heat budget, to attribute ocean temperature biases to particular defi-
ciencies in simulated surface fluxes, currents, temperature gradients, and submonthly processes.

12. Summary

Realistic simulations of the tropical Pacific climatology are needed to support reliable predictions and future
projections of ENSO and its effects on global climate. This study documents improved simulations of the
annual-mean tropical Pacific climatology in two global CGCMs recently developed at GFDL. Relative to their
predecessor model CM2.1, FLOR and HiFLOR introduce a more sophisticated ocean model—with a more
scale-selective viscosity scheme, a less dissipative advection scheme, and improved parameterizations of
mesoscale and submesoscale eddies—plus refinement of the atmospheric horizontal grid and land topogra-
phy by a factor of 4 (FLOR) or 8 (HiFLOR). These models are being used extensively for climate research, with
CM2.1 and FLOR also contributing global seasonal predictions to the NMME each month. A fourth model,
LOAR1, was used to isolate the roles of improved ocean/atmosphere parameterizations (CM2.1 → LOAR1)
versus atmospheric grid refinement (LOAR1 → FLOR → HiFLOR) in improving the tropical Pacific simulation.

The improved ocean/atmosphere parameterizations (CM2.1 → LOAR1) warm and improve the simulated
time-mean central equatorial Pacific SST, producing a beneficial (roughly El Niño-like) change that includes
eastward and equatorward shifts of the atmospheric convection, rainfall, and fresh surface pool in the west-
ern/central tropical Pacific; weaker trade winds and Ekman upwelling (wE) in the western equatorial Pacific;
weaker evaporation off-equator; improved surface currents; a shallower and flatter equatorial thermocline;
an oceanic mixed layer that is shallower in the western/central equatorial Pacific (and deeper in the rest of the
tropical Pacific); and reduced intercentennial warm drift within the top 300 m of the ocean.

Compared to CM2.1, LOAR1’s enhanced east/central Pacific TIW activity, shallower thermocline, and intensi-
fied west Pacific fresh pool all contribute to a more stratified upper ocean near the equator. This weakens
the upper-ocean vertical mixing, contributing to LOAR1’s warmer SST and shallower upwelling and advec-
tive cooling along the equator. LOAR1 also has weaker implied wE in the central equatorial Pacific, which
helps to warm the local SST. The warmer equatorial SST in turn induces more cloud shading in the west and
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more evaporation in the east, which improves (weakens) the net ocean heat uptake near the equator. LOAR1’s
warmer equatorial SST also enhances the southeast tropical Pacific meridional SST gradient—boosting the
southeasterly trade winds and weakening their convergence into the southeastern ITCZ and strengthening
the southerly winds, upwelling, evaporative and subsurface advective cooling, and cloud shading along the
South American coast.

Most of these features further improve with progressive refinement of the atmospheric grid (LOAR1→ FLOR→

HiFLOR). In addition, the atmospheric refinement improves the simulated SST gradients, surface wind stresses,
implied Ekman and Sverdrup transports, subsurface temperature and salinity structure, and upper-ocean
heat budget. FLOR has practically eliminated the cold SST bias along the equator, which is remarkable for a
global CGCM without any flux adjustments. FLOR’s warmer equatorial SST is due to both weaker off-equatorial
trade winds (which weaken the poleward Sverdrup transport and thereby deepen the equatorial thermo-
cline) and weaker equatorial trade winds (which weaken the equatorial wE and may arise partly from coupled
Bjerknes feedbacks involving the weakened zonal gradient of SST). These wind changes improve (weaken)
the monthly scale advective cooling in the eastern equatorial Pacific, which is then compensated locally
by intensified evaporative cooling due to stronger cross-equatorial southerly winds. FLOR’s and HiFLOR’s
equatorward-shifted ITCZ and improved wind stresses also lead to enhanced meridional shear of the zonal
surface currents north of the equator, which in turn enhances the meridional asymmetry of the simulated
TIW activity. These results highlight the critical role of tropical Pacific wind patterns (and their response to
atmospheric model resolution) in governing the oceanic currents and eddies.

The improved tropical Pacific climate simulations of FLOR and HiFLOR are already contributing to improved
ENSO forecast performance (Barnston et al., 2017; Jia et al., 2015) and progress in simulating and forecast-
ing ENSO and its global impacts (Choi et al., 2015; Delworth et al., 2015; Krishnamurthy et al., 2015, 2016;
Murakami, Vecchi, Delworth, et al., 2017; Vecchi et al., 2014; Yang et al., 2015). Ray et al. (2018a, 2018b) pro-
vide further analyses of the climatological upper-ocean heat budget of FLOR, as well as of a version called
FLOR Flux-Adjusted (FLOR-FA) in which surface flux adjustments are used to correct the climatological SST
and wind stress. The improved simulations of tropical Pacific climate variability—including the seasonal cycle
and ENSO—in FLOR, HiFLOR, and FLOR-FA will be described in a future study.

Appendix A: Model Initialization, Forcings, and Equilibration

Each CGCM in this study is initialized from present-day ocean conditions at year 1 as described in Delworth
et al. (2006) and then integrated forward in time subject to 1990 values of trace gases, insolation, aerosols,
and land cover. No flux adjustments are used.

In all of the control simulations, the tropical Pacific upper ocean gradually warms during the first 300 years,
as it equilibrates to the prescribed 1990 radiative forcings and to model biases in the patterns of surface heat
fluxes, ocean heat uptake, and heat transports. Figure A1 summarizes this warming, in terms of the change in
centennial-mean zonal-mean temperature across the tropical Pacific from the first century (years 1–100) to
the third (years 201–300).

In all cases the near-surface thermal stratification, SST − Tz=100m, changes by less than 0.1 ∘C. At the equator,
CM2.1 warms by over 0.3 ∘C, both above 75 m and below 200 m. CM2.1 warms by 0.1–0.2 ∘C south of the
equator and above 150 m and 0.4–0.6 ∘C below 200 m and between 10∘ and 15∘N. In contrast, LOAR1 warms
less than 0.2 ∘C above 200 m. FLOR warms less than CM2.1 near the surface, but more than LOAR1 at all depths,
especially below 150 m. On the equator, FLOR warms by over 0.4 ∘C below 200 m and by over 0.7 ∘C below
300 m. HiFLOR shows slightly less warming than FLOR, though with a similar pattern.

Figure A2 shows the horizontal structure of this warming, averaged over the top 300 m of the ocean. In CM2.1,
the warming is strongest in the central Pacific, with the peak warming between 180∘ and 150∘W north of the
equator. In LOAR1, the warm drift is much weaker; within 10∘ of the equator LOAR1’s warming generally does
not exceed 0.4 ∘C. The stronger warming of FLOR and HiFLOR peaks in the western/central Pacific between
10∘ and 15∘N and generally does not exceed 0.8 ∘C.

Because FLOR and HiFLOR are designed mainly for seasonal-to-decadal forecasting, it is most relevant to eval-
uate them within the context of present-day climate—for example, using the well-observed period of the
past 30–40 years. This study thus focuses on years 1–100 of each simulation, short enough to minimize the
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Figure A1. Intercentennial change in subsurface temperature (∘C), for control simulations with year-1990 forcings, averaged zonally across the tropical Pacific
ocean (120∘E–70∘W): (a) CM2.1, (b) LOAR1, (c) FLOR, and (d) HiFLOR. For each panel, the label at top right indicates the temporal change in equatorial Pacific
zonal-mean stratification, that is, the vertical difference between the two black circles; this is the zonal mean of ΔtΔzT at the equator, where ΔzT = SST − Tz=100
is the upper-ocean thermal stratification, and Δt is the change in centennial mean between the first and third centuries of simulation.

accrued commitment warming and model drift shown in Figures A1 and A2 but long enough to robustly
characterize the climatological annual mean.

Appendix B: Model Intercomparison and Evaluation Methods

The observational and model data sets exist on different spatial grids. To compare them over the tropical
Pacific ocean, we process each data set as follows.

On each data set’s native longitude-latitude-depth-time ({x, y, z, t}) grid, any cells that are more than 50%
occupied by land, either in the data set or in the real world, are masked out. The desired spatial transformation
(e.g., interpolating to the equator, averaging zonally across the basin, or determining the depth of the isother-
mal layer) is then applied, to extract a lower-dimensional field from the data set. These spatial transformations
are performed on the model’s native grid, to leverage the full resolution of the input data. This is especially
important when dealing with meridionally narrow climatological features near the equator, such as the EUC.

To compare fields of temporal statistics (e.g., means, variances, or regressions) which may be nonlinear func-
tions of the source data, it is important to ensure that these statistics will summarize the same range of scales
in both data sets. To that end, we generally use monthly and longer-term means to help attenuate temporal
variance at spatial scales near the grid scale. In addition, prior to computing any temporal statistics, we further
place all data sets onto a standard {x, y, z} spatial comparison grid, as follows.

After the native-grid land masking and spatial transformation, each data set is regridded to a standard hori-
zontal {x, y} grid, consisting of uniformly spaced 1∘ × 1∘ cells spanning 0–360∘E, 90∘S to 90∘N. The centers of
these cells lie midway between the cell edges, so that the southwesternmost cell has its southwestern corner
at (0∘E, 90∘S) and is centered at (0.5∘E, 89.5∘S).

Figure A2. As in Figure A1 but for temperature averaged over the top 300 m of the ocean.
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Along a given longitude or latitude, if the average spacing of the source grid is finer than that of the target com-
parison grid, then the denser source cells are averaged onto the target grid with appropriate spherical-area
weighting. When such averaging is needed in both longitude and latitude, it is done as a two-dimensional
spherical area-weighted average.

If the average spacing of the source grid is instead coarser than that of the comparison grid, then the coarser
source is linearly interpolated to the target cell centers. When interpolation is needed in both longitude and
latitude, it is done via bilinear spherical interpolation. Any coastal cell that cannot be interpolated in this man-
ner is then filled by spherical area-weighted averaging of any partially overlapping source cells (if they exist;
otherwise, the target cell is left undefined, i.e., “missing”).

In the vertical direction, the observational and model source grids are typically very different and highly
nonuniform—for example, with densely packed levels near the surface and coarse spacing at depth. To com-
pare data sets on such disparate vertical grids, we utilize a refined comparison grid, constructed as the union
of the two sets of vertical coordinate centers, and with new cell edges inserted midway between the new cell
centers. The source data are then linearly interpolated to the new coordinate centers of the refined vertical
comparison grid. Any vertical cell that cannot be interpolated in this manner, for example, near the surface
or ocean bottom, is then filled via depth-weighted averaging of any partially overlapping source cells (if they
exist; otherwise, the target cell is left undefined).

Once both data sets have been brought onto the comparison grid, they are then both masked with the union
of their land and bathymetry masks, resulting in either the same or a smaller data-filled ocean domain. This
ensures that any spatial summary statistics will refer to a common ocean domain for each data set.

Finally, the temporal statistic of interest—for example, a climatological average or temporal standard
deviation—is computed and displayed as a spatial map, for each data set and for the difference between
them. Each map is labeled with statistics to summarize the map, including the spatial mean (𝜇) and spatial
standard deviation (𝜎) which are both spherical area-weighted. For the difference map, an additional label
indicates the spatial root-mean-square difference, that is, 𝛿 = (𝜇2 + 𝜎2)1∕2.

In summary, the comparison procedure is to (1) mask out land; (2) reduce dimensionality by spatially trans-
forming on the native grid; (3) average/interpolate onto a common grid that is horizontally coarse but
vertically fine; (4) apply the union of land masks; (5) compute a temporal statistic to create a spatial map;
(6) display the results and their interdata set differences; and then (7) label each map with spatial summary
statistics.

Appendix C: Sverdrup Transport

Munk (1950) showed that in steady state and away from the frictional zones near the western boundaries of
the ocean, the curl of the wind stress drives a vertically integrated Sverdrup transport within the active upper
layer of the ocean, whose meridional component is

VS = curl(𝝉)
𝜌0𝛽

, (C1)

where 𝝉 = (𝜏x , 𝜏y) is the vector wind stress on the ocean surface; curl(𝝉) = k ⋅ 𝛁h × 𝝉 ; 𝛁h = (𝜕x , 𝜕y); 𝜌0 ≈
1, 035 kg/m3 is the seawater density; 𝛽 = 𝜕yf = 2ΩR−1

a cos𝜙; f = 2Ω sin𝜙 is the Coriolis parameter; Ω =
2𝜋day−1 is the angular frequency of Earth’s rotation; Ra = 6, 371km is the Earth’s authalic mean radius; and
𝜙 = y∕Ra is the latitude in radians.

Consider a Boussinesq ocean in steady state, with the time-mean net surface water flux (e.g., due to rainfall,
evaporation, and rivers) assumed to be negligible relative to the time-mean local convergence of ocean mass
transport. The vertically integrated transport is then nondivergent, that is

𝜕xUS = −𝜕yVS, (C2)

where 𝜕i ≡ 𝜕∕𝜕i. Integrating (C2) zonally from a given longitude x to the eastern boundary at xE gives

US(x) = US(xE) + ∫
xE

x
𝜕yVSdx, (C3)
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where US(xE) vanishes for a purely meridional eastern boundary but is nonzero for a meridionally sloping
boundary like Central America (Kessler et al., 2003). In short, the time-mean zonal transport at a given longi-
tude feeds the total meridional divergence of the Sverdrup transport east of it. Thus, 𝜕yVS helps to relate the
structure and intensity of the time-mean zonal currents to the structure of the time-mean surface wind stress.

Appendix D: Ekman Transport and Upwelling

In the pioneering ENSO model of Zebiak and Cane (1987, ZC hereafter), a key breakthrough was to simulate
the effects of Ekman upwelling (Yoshida, 1959) on the SST, by embedding a shallow frictional surface mixed
layer within the deeper, reduced-gravity active layer of the ocean model. By including the effects of surface
Ekman transports and upwelling on mixed layer temperatures, the ZC model simulated more realistic SSTs
than did other models of the time, leading to the first successful forecast of ENSO.

Wittenberg (2002, his Appendix C) derived from the ZC model an expression for the mixed layer lateral Ekman
transport:

UE =
tsb

𝜌0 (ỹ2 + 1)
(𝝉 − ỹk × 𝝉) , (D1)

where UE (units of m2/s) is the lateral Ekman transport within the mixed layer; b = (H−Hm)∕H is the fraction of
the thermocline depth H that lies below the mixed layer depth Hm; ts is an e-folding time scale for dissipation
of vertical shear across the mixed layer base; ỹ = tsf is a nondimensional latitude; and 𝝉 is the vector surface
wind stress.

We define the Ekman component of the upwelling across the base of the mixed layer as

wE = 𝛁h ⋅ UE. (D2)

To estimate UE and wE from a wind stress data set, we apply (D1) and (D2) on the data set’s native grid, with
UE = 0 at lateral boundaries and b = 0.6 and ts = 2 days as in the ZC model.

It is enlightening to examine the components of wE away from ocean boundaries, with ts and b constant, on
an equatorial beta plane with f = 𝛽y and 𝛽 = 4𝜋R−1

a (day)−1 ≈ 1.97 × 10−6(m day)−1:

wE =
tsb

𝜌0(ỹ2 + 1)

{
𝛁h ⋅ 𝝉 + ỹcurl(𝝉) +

ts𝛽
[
(ỹ2 − 1)𝜏x − 2ỹ𝜏y

]
ỹ2 + 1

}
. (D3)

Far from the equator (ỹ ≫ 1) and for a relatively deep thermocline (b → 1), (D1) and (D3) become the familiar
midlatitude expressions for total Ekman transport and upwelling:

UE(ỹ ≫ 1, b → 1) ≈ −k × 𝝉

𝜌0f
, (D4)

wE(ỹ ≫ 1, b → 1) ≈ curl(𝝉)
𝜌0f

. (D5)

Thus, at high latitudes, the Ekman transport is perpendicular to the wind stress (to the right of the
stress in the northern hemisphere, left in the southern hemisphere); and cyclonic wind stress curl induces
Ekman upwelling.

At the equator, however, (D1) and (D3) become

UE(ỹ = 0) =
tsb

𝜌0
𝝉 , (D6)

wE(ỹ = 0) = b
𝜌0

(
ts𝛁h ⋅ 𝝉 − t2

s 𝛽𝜏
x
)
, (D7)

so that the Ekman transport is purely downwind, and upwelling is driven by both easterly stress and stress
divergence.

WITTENBERG ET AL. 3207



Journal of Advances in Modeling Earth Systems 10.1029/2018MS001372

The final term in (D3) is an interesting consequence of the 𝛽 effect. Consider a spatially uniform purely
meridional wind stress, 𝝉 = (0, 𝜏y), such that (D3) becomes

wE,𝜏y =
2t2

s 𝛽b

𝜌0

−ỹ

(ỹ2 + 1)2
𝜏y. (D8)

Because the coefficient multiplying 𝜏y has a sign opposite the latitude, an equatorward wind stress induces
upwelling. This is because from (D1), equatorward stress drives Ekman transport that turns from crosswind
to downwind approaching the equator, giving meridional divergence. The peak upwelling response to 𝜏y is
found by setting 𝜕ỹwE,𝜏y = 0, which for uniform southerlies occurs at ỹ = −3−1∕2 or y = −(ts𝛽31∕2)−1 ≈ 1.32 ∘S.
This effect of the southerly winds, together with the Ekman suction generated by the cyclonic curl of the wind
stress just south of the equator in the east Pacific, helps to explain why the observed east Pacific cold tongue
is displaced slightly south of the equator.

Appendix E: Time-Mean Upper-Ocean Heat Budget

Ray et al. (2018a, 2018b) derived a detailed heat budget for the tropical Pacific upper ocean and applied it
to FLOR and the SODA.v2.2.4 reanalysis. Here we present a simplified version of that budget, sufficient to
highlight the main annual-mean biases and intermodel differences.

Following Kim et al. (2006), the temperature tendency of a given model grid cell in the upper ocean is given by

𝜕tT =
𝜕zq

𝜌Cp
− 𝛁 ⋅ (uT) + Qsubgrid, (E1)

where T is the cell-averaged temperature, 𝜕zq is the vertical convergence of heat flux into the cell due to
air-sea exchange and penetrative shortwave radiation, 𝜌 ≈ 𝜌0 ≈ 1,035 kg/m3 is the seawater density, Cp ≈
3,992 J ⋅ kg−1 ⋅ K−1 is the specific heat capacity of seawater, u = (u, v,w) is the three-dimensional current
velocity, 𝛁 = (𝜕x , 𝜕y, 𝜕z), and Qsubgrid denotes subgridscale mixing and stirring that is parameterized in the
ocean model. We have neglected other processes (e.g., sensible heating due to rainfall and rivers) that play a
relatively minor role in the overall heat budget of the tropical Pacific upper ocean.

Taking a vertical average (denoted by [ ]) from the surface down to the constant depth Hm, and then applying
a long-term mean (denoted by ), yields

[
𝜕tT

]
=

Qsfc − Qpen

𝜌0CpHm
− [𝛁 ⋅ (uT)] +

[
Qsubgrid

]
, (E2)

where Qsfc is the net downward heat flux at the surface, and Qpen is the shortwave radiation penetrating
through the layer base at Hm.

We next decompose the time series of T and u at each spatial gridpoint as𝜓 = 𝜓s+𝜓f , where𝜓s is a slow com-
ponent containing only monthly and longer time scales, and 𝜓f is a fast component containing the remaining
submonthly variability. Expressed as a Fourier decomposition,

𝜓 =
n∕2∑
i=0

�̃�i cos
(

i𝜔0t + 𝜃i

)
= 𝜓s + 𝜓f , (E3)

𝜓s =
ns∑

i=0

�̃�i cos
(

i𝜔0t + 𝜃i

)
, (E4)

𝜓f =
n∕2∑

j=ns+1

�̃�j cos
(

j𝜔0t + 𝜃j

)
, (E5)

where 𝜔0 = 2𝜋L−1 is the fundamental frequency, L = tfinal − tinitial is the time series length, n = L∕Δt is the
number of time steps, ns is the number of Fourier harmonics in the slow component, and �̃�i and 𝜃i are the
amplitude and phase of the ith harmonic.

The time-mean temperature flux in (E2) is

uT = usTs + usTf + uf Ts + uf Tf . (E6)
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Substituting the Fourier sums (E4) and (E5) into (E6), the usTf and ufTs become sums of products of cosines
with unequal harmonic frequencies, i𝜔0 < j𝜔0. Each such product vanishes when averaging over the full time
series of length L. For example, the average of each term in uf Ts is

ũj cos(j𝜔0t + 𝜃j) × T̃i cos(i𝜔0t + 𝜃i)

=
ũjT̃i

2

{
cos

[
(j + i)𝜔0t + 𝜃j + 𝜃i

]
+ cos

[
(j − i)𝜔0t + 𝜃j − 𝜃i

]}
= 0,

(E7)

since the mean of each harmonic cosine vanishes when averaging over L, an integral number of periods. Thus,

uT = usTs + uf Tf , (E8)

and so (E2) becomes

Qsfc

𝜌0CpHm
−
[
𝛁 ⋅ (usTs)

]
+ [R] = 0, (E9)

[R] =
[

Qsubgrid

]
−
[
𝛁 ⋅ (ufTf)

]
−

Qpen

𝜌0CpHm
−
[
𝜕tT

]
. (E10)

For this study where Hm = 50 m, less than 5% of the surface shortwave escapes through the base of the layer,
that is, Qpen ≪ Qsfc; so for simplicity, we have grouped Qpen into [R]. We also consider epochs longer than 35

years, so that
[
𝜕tT

]
is negligible.

Thus, in the time mean, the downward surface heat flux is balanced by advective cooling due to the
monthly mean currents and temperature gradients, plus a residual term arising mainly from submonthly eddy
advection and parameterized oceanic stirring and mixing.

In ORA-S4, [R] also includes any time-mean heating arising from the assimilation increments, which nudge
the ocean model toward the observations and thereby compensate for unresolved ocean processes and/or
errors in the surface forcings. If the ORA-S4 monthly advection and surface heat fluxes were realistic, then the
analysis increments would serve to compensate for imperfections in the assimilating ocean model’s param-
eterizations of subgridscale processes (e.g., mixing), and the full residual term would then be a reasonable
target for the residuals diagnosed from FLOR, HiFLOR, and so on. However, biases in ORA-S4’s surface heat
fluxes and wind stresses, and in ORA-S4’s monthly advection as mentioned above, could lead to additional
compensating increments in the residual, making it difficult to interpret this term in ORA-S4. Unfortunately,
the ORA-S4 product does not provide the reanalysis increments, so we are unable to quantify their role in the
ORA-S4 residual.

Although it is straightforward to compare heat budget terms among the model simulations, assessing the
realism of the simulations is far more difficult. The heat budget of the tropical Pacific upper ocean remains
poorly constrained by observations, and indeed improving these constraints is a major thrust of the TPOS2020
project’s efforts to enhance the tropical Pacific observing system (Cravatte et al., 2016). Systematic estimates
of the tropical Pacific ocean heat budget can be derived from ocean reanalyses, namely, ocean models that are
forced by surface flux estimates and which assimilate sparse measurements from moorings, floats, ships, and
satellites. However, the ocean reanalyses available today produce diverse estimates of the subsurface fields,
particularly for the subsurface currents and upwelling which have almost no direct observational constraints
(Balmaseda et al., 2015; Ray et al., 2018b; Stammer et al., 2016; Xue et al., 2017). We have already seen that the
ORA-S4 reanalysis produces time-mean equatorial zonal currents that differ from mooring data (Figure 13) and
time-mean equatorial upwelling that exhibits substantial spatial noise (Figure 14). This lends little confidence
to reanalysis heat budgets as reliable targets for ocean simulations. In section 9, we include ORA-S4 in the
comparisons only to illustrate the degree of disparity with our simulations. These disparities will need to be
resolved through future improvements in both the models and the observational constraints.
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Figure F1. As in Figure 4 but for surface net shortwave heat flux (W/m2, positive values heat the ocean). Observations (a) are from ERA-Interim, averaged
1979–2016.

Appendix F: Surface Heat Flux Components
F1. Shortwave Heating
Figure F1 shows the annual-mean shortwave heating of the ocean, and Figure F2 shows the total cloud cover.
Observations show strong heating under the clear skies of the central equatorial and southern tropical Pacific.
There is weaker heating under the deep convective clouds of the main convergence zones and under the
stratus cloud decks near South America.

CM2.1 allows too much sunlight to reach the surface, mainly between 6∘S and 10∘N, with too little contrast
between clear and cloudy regions. Exceptions include the northern and southern central Pacific and the South
American coastal zone, where there is too much shading from excessive high cloud. LOAR1 improves (weak-
ens) the tropical Pacific shortwave heating due to increased high cloud cover in the equatorial western and
central Pacific, which improves the shortwave in the west, but further reduces the clear/cloudy contrast over
most of the basin. Averaged over the tropical Pacific, LOAR1’s cloud cover exceeds ERA-I by 12%, in contrast
to the 3% bias in CM2.1. LOAR1’s increased cloud shading is mainly attributable to more high cloud cover.

FLOR generally improves the shortwave pattern, particularly in the central Pacific dry zones due to reduced
(improved) high cloud. However, FLOR’s reduced high cloud also brings back the basin-mean excessive short-
wave bias present in CM2.1. FLOR also increases the excessive shortwave heating along the South American
coast, by further reducing the coastal low cloudiness despite FLOR’s cooler and more realistic SST near the
coast (Figures 1e and 1f); this indicates that FLOR’s cooler coastal SSTs cannot be driven by the cloud changes
and must instead stem from either stronger subsurface advective cooling (as inferred from Figure 4e) or
enhanced evaporation (Figure F3e) associated with FLOR’s stronger coastal southerly winds (Figure G1e).

HiFLOR further improves the tropical Pacific shortwave pattern, by reducing high cloud cover throughout the
basin and increasing middle and low cloudiness in the deep convective zones.

F2. Evaporative Cooling
Figure F3 shows the annual-mean evaporative cooling of the ocean. ERA-I suggests strong cooling of the
tropical Pacific, 130 W/m2 on average, with stronger cooling beneath the off-equatorial cores of the trade
winds. The evaporation weakens over the cooler and less windy eastern equatorial Pacific, especially near the
South American coast.

With respect to ERA-I, all four simulations show 4–8 W/m2 too much evaporative cooling over the basin, with
the strongest biases in deep convective regions. The models show even larger biases relative to the other
observational estimates (Figure 3). The models’ excessive evaporation, which is consistent with their excessive
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Figure F2. As in Figure F1 but for total cloud cover (%).

rainfall (Figure 2), also partly offsets their excessive insolation near the equator (particularly in the west Pacific

and on the southern flank of the ITCZ; Figure F1).

Compared to CM2.1, LOAR1 shows improved (reduced) evaporation, especially near the eastern boundary

and near the Maritime continent. FLOR further improves the spatial pattern by enhancing the evaporation

near South America and reducing it near Central America but also boosts the spatial-mean evaporation bias

relative to LOAR1. HiFLOR shows further improvement relative to FLOR, reducing the excessive evaporation

in the deep convective regions.

Figure F3. As in Figure F1 but for surface latent heat flux (W/m2). Positive values heat the ocean.
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Figure G1. As in Figure 5 but for meridional surface wind stress (dPa). Positive values exert southerly (i.e., northward) stress on the ocean.

F3. Longwave and Sensible Cooling
As suggested by Figure 3, the bias and difference maps for the annual-mean surface longwave and sensible
cooling (not shown) are generally much weaker and less spatially variable than those for the shortwave and
latent heat fluxes. The sensible cooling biases and intermodel differences are particularly small, owing to the
small magnitude of the sensible flux term throughout the tropical Pacific.

The longwave patterns offset part of the shortwave component, with cloudy regions having the weakest long-
wave cooling of the surface. Relative to ERA-I, all four simulations have 1–5 W/m2 too much longwave cooling
over the tropical Pacific, with insufficient contrast between cloudy and clear zones, again tending to offset the
shortwave biases mentioned earlier. Compared to CM2.1, the LOAR1, FLOR, and HiFLOR simulations slightly
exacerbate the longwave cooling biases, especially near South America where the latter three models pro-
duce too little stratus cloud. HiFLOR has over 5 W/m2 of excessive longwave cooling over the tropical Pacific,
much of which is linked to its basinwide reductions of high cloud relative to FLOR.

Appendix G: Meridional Wind Stress

Figure G1 shows the annual-mean tropical Pacific surface meridional wind stress (𝜏y). Observations show
meridional wind convergence into the ITCZ and SPCZ, with southerly winds crossing the equator in the east
Pacific and strong southerlies along the Peru coast. The southeasterly winds near Peru and along 0–2∘S in the
east Pacific help drive upwelling of cold water from the deep ocean (Appendix D). Along the eastern bound-
ary, there is also a narrow coastal upwelling, associated with the longshore wind stress component that drives
an offshore Ekman transport in the upper ocean.

CM2.1 captures these 𝜏y features, but its southerlies are weaker than observed in the equatorial eastern Pacific,
with less intense wind convergence into the ITCZ and weaker divergence over the equatorial cold tongue.
CM2.1’s peak southerlies are not adjacent to the Peru coast as observed, but farther offshore—greatly reduc-
ing the narrow coastal upwelling, and also creating a spuriously strong zone of cyclonic curl and Ekman
upwelling farther offshore. LOAR1 has improved (stronger) southerlies along the Peru coast, but otherwise
has biases similar to CM2.1 in the east and develops overly strong southerlies in the southwest tropical Pacific.
In FLOR and HiFLOR, the 𝜏

y shows more improvement—with stronger southerlies in the eastern equatorial
Pacific and along the South American coast, a stronger ITCZ, more wind divergence over the cold tongue, and
a weaker southern ITCZ in the east Pacific.

WITTENBERG ET AL. 3212



Journal of Advances in Modeling Earth Systems 10.1029/2018MS001372

Figure H1. As in Figure 11 but for the depth (m) at which the ocean temperature is 0.5 ∘C below the surface temperature. This depth is computed each month
using the monthly mean temperature field and then time-averaged over the full record.

Appendix H: Isothermal Layer Depth

Figure H1 shows the annual-mean climatology of the monthly ILD, defined here as the depth at which the
monthly mean ocean temperature is 0.5 ∘C cooler than the monthly mean SST.

The ILD is one indicator of the time-mean efficacy of near-surface mixing and stirring. The observed ILD
(Figure H1a) shoals where weak winds and strong thermal stratification suppress vertical mixing, as in the
shallow-thermocline regions of the eastern equatorial Pacific and near the eastern boundary (Figure 11a). The
ILD also shoals where strong haline stratification due to intense local rainfall (Figure 2a) reduces vertical mix-
ing, as in the far west Pacific, near the Philippines, and in the Coral Sea near Australia. The observed ILD peaks
in the off-equatorial central Pacific (180–140∘W; 8–2∘S, 2–6∘N), where the thermocline is deep (Figure 11a),
there is strong evaporation and wind-induced stirring (Figures F3a and 5a), and clear waters permit deep
penetration of solar radiation.

CM2.1’s ILD (Figure H1b) is 10–20 m too deep within a broad band about the equator (4∘S–10∘N,
130∘E–100-W) but is 10–20 m too shallow over the rest of the tropical Pacific—including near the South
American coast, where a warm SST bias caps a subsurface cold bias. These ILD biases are reduced in LOAR1
(Figures H1c and H1d), especially in the western/central equatorial Pacific where the ILD shoals by more
than 20 m relative to CM2.1. This shallower ILD in the equatorial warm pool is likely tied to LOAR1’s weaker
trade winds, shallower thermocline, and rainfall-induced surface freshening in that region (Figures 2c, 5c,
9c, and H1c), which suppress vertical mixing even in the face of LOAR1’s weaker surface solar heating there
(Figure F1c).

FLOR further reduces the ILD biases, making its ILD quite realistic, especially along the equator and near South
America. HiFLOR further improves the spatial pattern of ILD but also overdeepens the basin-mean ILD by an
average of 4 m relative to FLOR and observations (Figures H1g and H1h), with HiFLOR’s ILD over 20 m deeper
than FLOR’s near 170∘E, 5∘S (where the thermocline is also deeper in HiFLOR). HiFLOR’s overly deep ILD is likely
due in part to HiFLOR’s slightly stronger wind variability and mean wind speeds—suggesting that retuning
of the ocean’s near-surface mixing may be warranted in the presence of HiFLOR’s stronger wind stirring.

Appendix I: Salinity
I1. Sea Surface Salinity
Figure I1 shows the annual-mean sea surface salinity (SSS) over the tropical Pacific, with ORA-S4 as the obser-
vational reference. (Comparisons with the World Ocean Atlas 2013 [Zweng et al., 2013] yielded similar results.)
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Figure I1. As in Figure 1 but for sea surface salinity (psu). Observations (a) are from ORA-S4, averaged 1979–2014.

The freshest surface waters are in rainy regions (e.g., in the western equatorial Pacific and near the Panama
Basin), while the saltiest waters lie in the clear, dry, and windy southeast tropical Pacific near 120∘W, 20∘S.

CM2.1’s SSS biases largely reflect its rainfall biases (Figure 2b), with excessive salinity near the equator and
in the Panama Basin (where CM2.1 has dry biases) and overly fresh waters near the Maritime continent and
outside 10∘S to 12∘N (where CM2.1 has too much rainfall). LOAR1’s eastward shift of equatorial rainfall rela-
tive to CM2.1 (Figure 2c) leads to improved western equatorial Pacific SSS, but otherwise, LOAR1’s SSS biases
are similar to those in CM2.1. FLOR and HiFLOR show further slight improvements in SSS, particularly for the
meridional asymmetry about the equator. All four simulations, however, show excessive SSS near the Panama
Basin.

Figure I2. As in Figure I1 but for subsurface salinity (psu) interpolated to the equator. Vertical axis is depth in meters.
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I2. Equatorial Salinity
Figure I2 shows the equatorial Pacific annual-mean salinity above 300 m. ORA-S4 shows a salty tongue asso-
ciated with the EUC, emerging from near the western boundary at 150-m depth. This salty tongue is capped
by a surface fresh pool in the west Pacific, creating an intense halocline west of the dateline between 30- and
100-m depth. This halocline is an important player in the density stratification of the warm pool, due to the
deep thermocline and weak near-surface 𝜕zT there. In particular, the strong haloclines that develop during El
Niño, and during active phases of the intraseasonal Madden-Julian Oscillation, can trap wind-driven currents
within a shallow barrier layer and amplify the resulting advective effects on SST (Maes & Belamari, 2011). East
of 120∘W where a shallower thermocline generates much stronger 𝜕zT , the halocline is much less critical to
the near-surface density stratification.

CM2.1’s westward-displaced rainfall in the west Pacific intensifies its equatorial halocline near the Maritime
continent, while its poleward-shifted ITCZ weakens its halocline farther east (Figure I2b). CM2.1 also has a
deep fresh bias below the thermocline. LOAR1’s eastward shift of west Pacific rainfall reduces the salinity of
the entire upper ocean along the equator, which reduces the surface salty biases (especially near the dateline),
but also slightly worsens the fresh bias below the thermocline.

Compared to LOAR1, FLOR deepens and intensifies the salty tongue associated with the EUC, further reduc-
ing the overall salinity biases in FLOR (Figures I2e and I2f ). FLOR’s stronger salty tongue is apparently due
to its saltier source waters south of the equator (Figure I2), since FLOR’s EUC is actually weaker than LOAR1’s
(Figure 13). HiFLOR exhibits slightly stronger equatorial salinity biases than FLOR, with HiFLOR showing a
stronger surface fresh bias in the west, and a stronger salty bias within the equatorial thermocline in the
central and east Pacific.
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