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ABSTRACT

The complex nature of the El Niño–Southern Oscillation (ENSO) is often simplified through the use of

conceptual models, each of which offers a different perspective on the ocean–atmosphere feedbacks un-

derpinning the ENSO cycle. One theory, the unified oscillator, combines a variety of conceptual frameworks

in the form of a coupled system of delay differential equations. The system produces a self-sustained oscil-

lation on interannual time scales. While the unified oscillator is assumed to provide a more complete con-

ceptual framework of ENSObehaviors than themodels it incorporates, its formulation and performance have

not been systematically assessed. This paper investigates the accuracy of the unified oscillator through its

ability to replicate the ENSO cycle modeled by flux-forced output from the Australian Community Climate

and Earth-System Simulator Ocean Model (ACCESS-OM). The anomalous sea surface temperature equa-

tion reproduces the main features of the corresponding tendency modeled by ACCESS-OM reasonably well.

However, the remaining equations for the thermocline depth anomaly and zonal wind stress anomalies are

unable to accurately replicate the corresponding tendencies in ACCESS-OM. Modifications to the unified

oscillator, including a diagnostic form of the zonal wind stress anomaly equations, improve its ability to

emulate simulated ENSO tendencies. Despite these improvements, the unified oscillator model is less adept

than the delayed oscillator model it incorporates in capturing ENSO behavior in ACCESS-OM, bringing into

question its usefulness as a unifying ENSO framework.

1. Introduction

Bjerknes (1969) first recognized that the growth of El

Niño–Southern Oscillation (ENSO) events is due to a

positive feedback mechanism resulting from ocean–

atmosphere interactions in the equatorial Pacific. Spe-

cifically, during warm ENSO events, an initial positive

sea surface temperature (SST) anomaly develops in the

eastern equatorial Pacific, reducing the SST gradient

along the equator. As a result, the atmospheric Walker

circulation is weakenedwith weakening equatorial trade

winds, leading to surface wind stress changes that re-

inforce the original SST anomaly—a positive feedback

mechanism collectively known as the Bjerknes positive

feedback. Since the seminal work of Bjerknes (1969),

other important research has been undertaken to iden-

tify and describe the feedback mechanisms under-

pinning the decay and phase change of ENSO events

and to test their ability to represent ENSO variability

(Barnett 1977). Conceptual models have played a very

valuable role in advancing our understanding of ENSO
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feedback mechanisms by their relatively simple re-

presentation of often complex dynamics, without repli-

cating the entire ocean–atmosphere coupled system.

These conceptual models usually combine the Bjerknes

positive feedback mechanism with one or more negative

feedback mechanisms, which enables them to produce

oscillations on interannual time scales (approximately

every 2–7 years; Wang 2001, hereafter W01; Wang and

Picaut 2004). The feedback mechanisms of conceptual

models are often tested against observations and simu-

lations of coupled general circulation models (CGCMs;

Kessler 1991; Picaut et al. 1996; Clarke et al. 2000;

Meinen and McPhaden 2000, 2001; Boulanger et al.

2003; Hasegawa and Hanawa 2003; Mechoso et al. 2003;

Bettio 2007; Choi et al. 2013).

One of the earliest conceptual models of ENSO,

the delayed oscillator, was instrumental in highlighting

the importance of equatorial Kelvin and Rossby waves

in the transition of an ENSO event (Schopf and Suarez

1988; Suarez and Schopf 1988; Battisti and Hirst 1989).

In the delayed oscillator, the growth of an El Niño event is

driven by the Bjerknes positive feedback mechanism:

westerly wind anomalies in the central Pacific incite an

eastward propagating downwelling Kelvin wave that acts to

increase SST in the Niño-3 region. At the same time, off-

equatorial upwelling Rossby waves reflect at the western

Pacific boundary as an equatorial upwelling Kelvin wave,

which propagates eastward, shoaling the equatorial ther-

mocline and allowing cool, subsurface waters to suppress

the warm SST anomaly in the eastern equatorial Pacific.

Previous studies (Schneider et al. 1997) demonstrate that

wave reflection at the western boundary does indeed play

a role in the terminationof someENSOevents; however, the

damping (negative feedback) due towave reflection alone is

not always sufficient in describing the transition between

ENSOevents (Li and Clarke 1994; McPhaden and Yu

1999).

Similar to the delayed oscillator, the western Pacific

oscillator describes the effect of local wind-induced wave

dynamics in the growth and termination of anENSOevent

(Weisberg and Wang 1997). During an El Niño event, an

increase in off-equatorial sea level pressure in the western

Pacific generates local easterly wind anomalies. These

wind anomalies force an upwelling, eastward-propagating

Kelvin wave that shoals the thermocline in the eastern

Pacific, terminating the event. Previous studies have con-

firmed that locally generated waves in the western Pacific

do play a role in the termination of an ENSO event

(McPhaden and Yu 1999; McPhaden 2004), most likely

operating in concert with other negative feedback mecha-

nisms (Boulanger andMenkes 2001; Boulanger et al. 2003).

The recharge oscillator (Jin 1997a,b) has advanced

our understanding of the role of equatorial heat content

in ENSO phase change. Under this framework, the

termination of an El Niño event is achieved through

poleward Sverdrup transport of equatorial heat content

incited by changes in the wind stress curl in the central

equatorial Pacific (Clarke et al. 2007; Brown and Fedorov

2010). The Sverdrup transport leaves the equatorial Pa-

cific thermocline anomalously shallow, allowing for the

transition to a cool event (La Niña). Given the role of

wave dynamics in inducing the anomalous thermocline

tilt that lead to the discharge/recharge of equatorial heat

content, the recharge oscillator can be loosely regarded as

an integrated version of the delayed oscillator. The

mechanism described by the recharge oscillator is hy-

pothesized to have value in forecastingENSObeyond the

spring persistence barrier because of the slow adjustment

time of oceanic equatorial heat content (McPhaden

2003). To leading order, the recharge oscillator agrees

well with observations of eastern Pacific (i.e., canonical)

El Niño events, with SST anomalies peaking in the cold

tongue region (Meinen and McPhaden 2000). However,

the recharge oscillator mechanism is less able to emulate

observations of central Pacific (or Modoki) events with

peak warming near the western Pacific warm pool edge,

as the discharge and recharge of equatorial heat content

plays a less important role during central Pacific El Niño
events (Kug et al. 2010; McPhaden 2012; Singh and

Delcroix 2013; Graham et al. 2014). It has also been

suggested that external forcing is required to initiate

central Pacific El Niño events, and this event can be de-

scribed as a damped oscillation, rather than the self-

sustaining oscillation that describes the eastern Pacific El

Niño events (Yeh et al. 2014).

Finally, the advective–reflective oscillator (Picaut

et al. 1997) emphasizes the importance of the edge of the

western Pacific warm pool in the growth and transition

of an ENSO event. Development of a warm event is

provided by the Bjerknes positive feedback mechanism

and eastward advection of the edge of the warm pool by

anomalous zonal currents. The subsequent transition to

LaNiña occurs because of westward displacement of the

edge of the warm pool by two sets of zonal currents. The

first set is a result of wave reflection at both boundaries

of the Pacific. The second is the mean westward zonal

equatorial surface current that is stronger in the eastern

Pacific and has a greater influence on the westward ad-

vection of the warm pool edge. Brown et al. (2014) have

further suggested it is the gradient of the zonal current

that is important in setting the decay rate. The

advective–reflective oscillator generally accords well

with observations, playing an important role in the

growth and decay of the 1997–98 El Niño event (Picaut

et al. 1996; Boulanger and Menkes 1999). Shu and

Clarke (2002) use a similar mechanism to that described
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by the advective–reflective oscillator in an intermediate

complexity model to demonstrate that zonal advection

and wave dynamics are able to reproduce the patterns of

SST anomaly evolution characteristic of central and

eastern Pacific ENSO events.

W01 combined the four above-mentioned conceptual

models in a system of delay differential equations that

became known as the unified oscillator (UO). W01 ar-

gues that since it is likely that multiple mechanisms are

responsible for the decay of an ENSO event, the unifi-

cation of a number of conceptual models should more

accurately describe the ENSO cycle than each of the

mechanisms alone. Using selected parameter values,

W01 demonstrates that the UO produces oscillations on

ENSO time scales (every 2–7 years). The UO is an often

cited theory to account for ENSO growth and transition

(e.g., Guilyardi et al. 2003; Wang and Picaut 2004;

Guilyardi et al. 2009; Duan et al. 2013; Singh and

Delcroix 2013); however, the assumptions underlying

the UO and its relevance have not been systematically

assessed. Importantly, it has not been established that

the UO model is able to simulate a realistic ENSO pe-

riod when fit to observations or model data.

In this study, we explore the value of the UO as a

conceptual framework for ENSO. We apply the UO

theory to the output of an ocean general circulation

model (OGCM) simulation—a historical surface flux–

forced simulation of the Australian Community Climate

and Earth-System Ocean Model (ACCESS-OM)—with

the aim of determining the extent to which the UO

equations for the SST anomaly, thermocline depth

anomaly, and zonal wind stress anomaly tendencies

can diagnose their corresponding simulated ENSO

tendencies. We investigate whether the UO has greater

diagnostic power than the models it combines, com-

paring these underpinning models with their original

formulations.

2. Data and methods

a. ACCESS-OM

Monthly means of the analyzed variables are derived

from the output of a historical air–sea flux-forced sim-

ulation using the Australian Community Climate and

Earth System Simulator Ocean Model (ACCESS-OM;

Bi et al. 2013a). ACCESS-OM is the ocean–sea ice

component of the ACCESS Coupled Model (ACCESS-

CM), a model participant in the Coupled Model In-

tercomparison Project phase 5 (CMIP5; Bi et al. 2013b).

ACCESS-OM draws its codebase and most of its con-

figuration from the National Oceanic and Atmospheric

Administration (NOAA)/Geophysical Fluid Dynamics

Laboratory (GFDL) MOM4 ocean model, versions of

which have been used in most of GFDL’s contributions

to CMIP3 and CMIP5: CM2.0 and CM2.1 (Delworth

et al. 2006; Gnanadesikan et al. 2006; Wittenberg et al.

2006), ESM2M (Dunne et al. 2012), CM3 (Griffies et al.

2011), CM2.5 (Delworth et al. 2012), and the Forecast-

Oriented Low Ocean Resolution version CM2.5

(CM2.5-FLOR; Jia et al. 2015; Vecchi et al. 2014).

ACCESS-OM has a zonal resolution of 18 and a me-

ridional resolution of 1/38 between 108S and 108N, which

extends to 18 between 108S (8N) and 208S (8N). The

vertical discretization uses a z* coordinate scheme

(Adcroft and Campin 2004), and there are 50 vertical

levels with a resolution extending from 10m in the upper

200m to approximately 333m in the deep ocean. The

ACCESS-OM simulation analyzed here is forced with

the surface heat, freshwater, and momentum fluxes de-

rived from the Large and Yeager (2009) forcing and

bulk formulae. The simulation follows the protocols of

the CLIVAR Working Group on Ocean Model Devel-

opment interannually varying Coordinated Ocean-Ice

Reference Experiments version 2 (CORE-II; Griffies

et al. 2012). The accuracy of the CORE-II forcing in the

tropical Pacific is difficult to verify because of a sparsity

of observational data; however, the incoming solar ra-

diation is generally accurate to within 10Wm22 of

mooring data (Large and Yeager 2009).

Anomalies are calculated by subtracting the annual

cycle from the monthly mean values of the model out-

puts. Multivariate empirical orthogonal functions

(EOFs) are then applied to the SST, thermocline depth,

and zonal wind stress anomalies in the UO, to analyze

their spatial patterns of variability and determine the

optimal averaging regions from the ACCESS-OM sim-

ulation that correspond to the regions defined in W01

(Fig. 1). The region of maximum SST anomaly vari-

ability in the eastern Pacific is within the bounds of the

standard Niño-3 region (58S–58N, 1508–908W); zonal

wind stress anomalies are averaged in the modified

Niño-4 region (58S–58N, 1508E–1608W), which is located

108west of the standard region, and in the Niño-5 region
(58S–58N, 1208–1408E); and thermocline depth anoma-

lies are averaged in the modified Niño-6 region (88–
168N, 1508–1708E). While the modified Niño-6 region is

relatively small, it represents a region of maximum in-

terannual variability in thermocline depth and, as such,

suffices to take account of the behavior of, and vari-

ability in, thermocline depth anomalies during ENSO

events. In what follows, we refer to the modified regions

as Niño-4* and Niño-6*, to avoid confusion with the

standard versions. The depth-averaged potential tem-

perature above 300m is used as a proxy for the ther-

mocline depth, as it is strongly correlated with the 208C
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isotherm depth. That is, for variables averaged in the

Niño-6* region, 89%of the variance in the 208C isotherm

depth anomaly is explained by the depth-averaged tem-

perature anomaly above 300m, for an estimated re-

gression coefficient of 20m 8C21.

b. The simulated tropical Pacific

In general, ACCESS-OM is a realistic model that

reproduces historical ENSO-like variability well (Bi

et al. 2013a; Graham et al. 2014), although its accuracy is

uncertain to a degree since the atmospheric fluxes

forcing ACCESS-OM are poorly known (Wittenberg

2004). One limit of this study is the relatively short pe-

riod of time—60 years from 1948 to 2007—over which

this ACCESS-OM simulation extends. An alternative

would be to use a simulation from a CGCM, although

this would have introduced model biases, further com-

plicating the interpretation of our results (Brown

et al. 2013).

Surface and subsurface potential temperature data

from the Australian Bureau of Meteorology Research

Centre (BMRC) ocean analyses (Smith 1995), derived

predominantly from the Tropical Atmosphere Ocean/

Triangle Trans-Ocean Buoy Network mooring data and

ship-of-opportunity XBT data, are compared with the

corresponding ACCESS-OM data. The spatial pattern

of SST is similar between the two datasets, although

ACCESS-OM is generally warmer in the far eastern off-

equatorial Pacific and cooler in the central-eastern

equatorial Pacific (Figs. 2a–c). Along the equator,

ACCESS-OM produces a realistic pattern of subsurface

potential temperature, with a deep warm pool in the

western equatorial Pacific, shoaling to a thinmixed layer

in the eastern equatorial Pacific (Figs. 2d–f). ACCESS-

OM is slightly less thermally stratified near the surface.

The mean equatorial thermocline depth in ACCESS-

OM compares well with the BMRC data, although it

has a slightly steeper east–west slope in the central-

eastern Pacific (1508–1208W).

Figure 3 shows the bias in the seasonal mean SST from

theACCESS-OM simulation. In all seasons, the western

Pacific warm pool is warmer in the far west (1208–1408E)
in ACCESS-OM than in the BMRC data, and the

equatorial SST in the central-eastern equatorial Pacific

(1508–1008W) is notably cooler in ACCESS-OM during

austral winter and spring.

The unfiltered Niño-3 time series (58S–58N, 1508–
908W) derived from the ACCESS-OM simulation is

FIG. 1. Averaging regions for the unified oscillator determined

from EOF analysis of (a) SST anomalies, (b) thermocline depth

anomalies, and (c) zonal wind stress anomalies. The units are

normalized between 21 and 1 and the contour intervals are 0.2

units, with values between 20.2 and 0.2 in white.

FIG. 2. Comparison between (top) mean surface and (bottom)mean equatorial subsurface potential temperature data derived from the

(a),(d) BMRC dataset and (b),(e) the ACCESS-OM simulation (Graham et al. 2014). (c),(f) The difference between the ACCESS-OM

and BMRC data is also shown. Data are in units of 8C. Both the ACCESS-OM data and the BMRC data are averaged over the period

1980–2004.
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compared with the corresponding unfiltered time series

derived from the BMRC dataset, the Simple Ocean

Data Assimilation (SODA) version 2.2.4 (Carton and

Giese 2008), and the NOAA Extended Reconstructed

SST (ERSST) version 3 dataset (provided by the

NOAA/ESRL from their website at http://www.esrl.

noaa.gov/psd/; Fig. 4a). The magnitude and phase of

ENSO is very similar across the four datasets, although

the magnitude of ENSO events in ACCESS-OM tends

to be slightly larger than the other products. Figure 4b

compares the standard deviation of the SST anomaly at

each longitude and averaged between 28S and 28N for

the ACCESS-OM, BMRC, SODA, and ERSST data-

sets. For the same range of years (1980–2000), the

ERSST data have a large spike in standard deviation

near 1008W,while the remaining datasets display similar

variability along the equator. Figures 4c–e illustrate the

unfiltered time series of Niño-3 thermocline depth

anomalies, Niño-4* zonal wind stress anomalies, and

Niño-5 zonal wind stress anomalies, respectively, from

the ACCESS-OM and SODA simulations. There is

generally a high level of agreement between ACCESS-

OM and SODA. Prior to 1970, the Niño-5 zonal wind

stress anomalies in ACCESS-OM have a positive bias

compared with those of SODA. However, as mentioned

previously, the atmospheric fluxes forcing both ACCESS-

OM and SODA, including the zonal wind stresses, are

poorly known, such that the significance of differences

between the Niño-4* and Niño-5 zonal wind stress

anomalies in ACCESS-OM and SODA is difficult to

accurately quantify.

Mean surface zonal currents from the Ocean Surface

Current Analysis Real-Time (OSCAR) and ACCESS-

OM datasets are plotted in Fig. 5. The ACCESS-OM

data display a small (,0.2m s21) westward bias in the

eastern equatorial Pacific (58S–58N, 1308–808W) and in

the western-central Pacific (28–88N, 1308E–1308W),

and an eastward bias (,0.5m s21) across the entire

basin at approximately 108N and at the equator

between 1608E–1408W. Both the ACCESS-OM and

OSCAR data are averaged over the period 1993–2007

and in the top 30m.

c. Generalized least squares regression

To investigate the relative importance of the feedback

mechanisms described in the UO and its underpinning

conceptual models, parameter values are obtained by

fitting the relevant model equations to the correspond-

ing tendencies calculated directly from the ACCESS-

OM simulation data (using centered differences). That

is, we fit the UO and underpinning conceptual model

formulations of the following equation

dY

dt
5a

1
X

1
1a

2
X

2
1 . . . 1a

n
X

n
1E

t
, (1)

where dY/dt is the tendency obtained directly from the

ACCESS-OM simulation data and fXng are the in-

dependent variables, to find estimates of the coefficients

fang that minimize the error term Et. However, as is

often the case for climate data, we find that our data are

serially correlated. It follows that ordinary least squares

(OLS) regression of each of themodel equations will not

necessarily permit robust estimates of the standard er-

rors and t statistics of the fit, as evidenced in the auto-

correlation (ACF) and partial autocorrelation (PACF)

functions of the fitted residuals (von Storch and Zwiers

1999). For example, the ACF and PACF estimates for

the OLS fit of the delayed oscillator SST anomaly ten-

dency Eq. (8) clearly demonstrate serial correlation in

the residuals (Fig. 6a).

To address the issue of serial correlation, we refit the

conceptual model equations assuming a correlated error

structure using generalized least squares (GLS) re-

gression. We follow a similar procedure to that pre-

sented inDong et al. (2008). Autoregressive processes of

order p [AR(p); von Storch and Zwiers 1999], for values

of p5 0, 1, 2, and 3, are fit to the residuals to remove

the correlation structure of the errors (e.g., Fig. 6b).

Since the models AR(0), AR(1), . . . , AR(3) are nested,

the optimal values of p can be easily determined from a

FIG. 3. Difference between seasonal mean sea surface temper-

ature (8C) derived from the ACCESS-OM simulation and the

BMRC dataset (Graham et al. 2014). The contour intervals are

0:48C (data with values between 20.28 and 0:28C are in white).
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likelihood ratio test. In each fitting, the ACF and PACF

estimates are used to verify that 1) the time series are

serially correlated and 2) the AR(p) model selected

using the likelihood ratio test indeed minimizes the re-

siduals from which the effect of the fitted correlation

structure has been removed. GLS analysis is undertaken

using the open-source R statistical programming lan-

guage (http://www.r-project.org/; R Development Core

Team 2008). The regression model is also tested using a

K-fold cross-validation scheme (Hastie et al. 2001; Lima

et al. 2009). The data are divided into K5 9 equal

samples, which ensures that the resulting sequence of

approximately 60 months consists of at least one tem-

poral degree of freedom for the ENSO system. The data

are iterated K2 1 times: on each iteration, parameters

from the conceptual model equations are estimated

using the first k5 1, 2, . . . , K2 1 samples of withheld

data. The skill of the model is then tested by comparing

the curve calculated using the fitted values from the k

samples with the predicted value (the tendency) from

the k1 1th sample. On each iteration nonzero delay

parameters are chosen to minimize the root-mean-

square error (rmse) of the cross-validated results,

while yielding nonnegative values for the coefficients

(the condition h.m. d is also applied). The final rmse

is the average of each of the K2 1 iterations. The

anomalous data are linearly detrended and filtered prior

to fitting using a 12-month Parzen filter to remove var-

iability with frequencies shorter than 12 months. We

FIG. 5. Comparison between mean surface zonal current data

(m s21) derived from (a) OSCAR and (b) ACCESS-OM (Graham

et al. 2014) and (c) the difference between the ACCESS-OM and

OSCAR data. The data are averaged over the period 1993–2007 in

the top 30m. The contour intervals are 0.1m s21.

FIG. 4. Unfiltered data derived from theACCESS-OM simulation are illustrated by the black solid lines, data from

SODA v2.2.4 are illustrated by the dotted lines, data derived from ERSST v3b are illustrated by the gray solid lines,

and data derived from theBMRCdataset are illustrated by the gray dashed lines for (a) Niño-3 (58S–58N, 1508–908W)

SST anomaly indices, (b) standard deviation over the period 1980–2000 of the SST anomalies averaged over 28S–28N
at each longitude, (c) Niño-3 thermocline depth anomaly indices, (d) Niño-4* (58S–58N, 1508E–1608W) zonal wind

stress anomaly indices, and (e) Niño-5 (58S–58N, 1208–1408E) zonal wind stress anomaly indices.
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choose a 12-month Parzen filter to remove variability on

time scales of 12 months or shorter for three key

reasons:

1) We investigate the ability of the UO and its un-

derpinning conceptual models to represent ENSO

variability, representing time scales of 2–7 yr. In-

cluding variability with frequencies higher than

12 months obscures the slower ENSO adjustment

time scales that are sought to be modeled by

the UO.

2) Our 12-month Parzen filter is a conservative filtering

technique compared with similar studies to the one

undertaken here (e.g., Mechoso et al. 2003). Indeed,

Mechoso et al. (2003) fit the recharge oscillator and

delayed oscillator conceptual models to the ENSO

cycle—that is, a time series representing 2–7-yr

frequencies, where higher and lower frequency var-

iability had first been extracted.

3) By repeating the analysis using a 3-month Parzen

filter, we found that the resulting fits of the UO and

its underpinning models to the ACCESS-OM data

were considerably worse than when a 12-month filter

was used. For the UO model, the variance explained

by the curve to which a 3-month filter had been

applied was only 32%, whereas when a 12-month

filter was used, the explained variance increased to

50%. For the prognostic equations for zonal wind

stress averaged in the Niño-4* and Niño-5 regions,

neither the 3-month nor the 12-month Parzen filter

resulted in fits that explained more than 1% of the

variance in the tendency terms calculated directly

from ACCESS-OM.

3. The conceptual models

The UO model equations are first introduced, fol-

lowed by the delayed oscillator, recharge oscillator, and

western Pacific oscillator equations that are derived

from the UO. The advective–reflective oscillator equa-

tion for the SST anomaly tendency, that includes one

extra term than in the corresponding UO equation, de-

scribing reflection of waves at the eastern boundary, is

also introduced. The UO versions of the delayed oscil-

lator, recharge oscillator, and western Pacific oscillator

models are further contrasted with their original

formulations.

a. The unified oscillator

The UO is represented by the following system of

delay differential equations (W01):

dT
3

dt
5 atx4|{z}

[1]

2b
1
tx4(t2h)|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
[2]

1 b
2
tx5(t2 d)|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

[3]

2 «T
3|{z}

[4]

, (2)

dh
6

dt
52ctx4(t2 l)2R

h
h
6
, (3)

dtx4
dt

5 eT
3
2R

tx
4

tx4 , (4)

dtx5
dt

5 kh
6
2R

tx
5

tx5 , (5)

where T3 is the Niño-3 SST anomaly, derived from the

Lamont intermediate-complexity model of equatorial

SST (Zebiak and Cane 1987), and h6 is the Niño-6* re-

gion thermocline depth anomaly, adapted from the

vorticity equation for low-frequency, off-equatorial

FIG. 6. (top) ACF and (bottom) PACF functions of the residuals from the fitting analysis of the original delayed

oscillator SST anomaly Eq. (8). (a) The results from ordinary least squares, where no error correlation structure is

assumed, and (b) theminimization of the residuals when anAR(3) error correlation structure is assumed. The dashed

lines represent the 95% confidence intervals for the null hypothesis that the autocorrelation and partial autocor-

relation values are zero for lags of one or more. Note the different scales on the y axes of the PACFs in (a) and (b).
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Rossby waves (Meyers 1979; Kessler 1990). A reduced-

gravity atmospheric model forced by thermodynamic

heating anomalies is used in W01 to derive the zonal

wind stress anomalies, namely, the Niño-4* region av-

eraged zonal wind stress anomaly tx4 and the Niño-5
region averaged zonal wind stress anomaly tx5. The

derivation of Eqs. (2)–(5) in W01, including the un-

derlying balance relations, is outlined in the appendix.

The terms a, b1, b2, c, e, k, «, Rh, Rtx
4
, and Rtx

5
are con-

stants. In the original paper, W01 uses theoretical ar-

guments and similar studies (e.g., Battisti and Hirst

1989; Weisberg and Wang 1997) to derive values for

these coefficients and to constrain the system to ensure

an oscillation on ENSO-like time scales. The suitability

of the W01 parameter values to the ACCESS-OM

simulation is analyzed in section 4.

Term 1 on the right-hand side of Eq. (2) is the

Bjerknes positive feedback term, which describes the

atmospheric response to changes in SST. Term 2 rep-

resents reflection of off-equatorial Rossby waves at the

western boundary (i.e., the delayed oscillator), where

h represents the time taken for the Rossby waves to

reflect at the western boundary and propagate as an

equatorial Kelvin wave to the eastern Pacific. Term 3 in

Eq. (2) represents the forcing stress from easterly

anomalous winds in the western Pacific generating an

eastward-propagating equatorial Kelvin wave (the

western Pacific oscillator), where d represents the time

taken for the Kelvin wave to propagate eastward. Term

4 in Eq. (2) is a damping term that takes into account

processes such as advection and convection, limiting the

growth of the ENSOmode. In W01 the damping term is

cubic; however, in our fitting analyses we find that a

linear damping term produces smaller rmses than a cu-

bic term and is therefore adopted here.

In Eq. (3), the first term on the right-hand side rep-

resents the meridional transport of heat content (the

recharge oscillator), where the delay parameter l is the

lag time between the basinwide discharge–recharge

mode and the anomalous zonal wind stress. The sec-

ond term on the right-hand side of Eq. (3) represents

damping from a variety of processes. Equations (4) and

(5) close the system by relating zonal wind stress

anomalies to SST and thermocline depth anomalies. The

derivative form of Eqs. (4) and (5) do not conform to the

steady atmosphere used in previous studies (Battisti and

Hirst 1989; Jin 1997a,b). Curiously, neither of Eqs. (4)

and (5) include explicit noise terms, which contribute

significantly to wind stresses in the Niño-4* and Niño-5
regions (Vecchi et al. 2006). We also note that Eq. (5)

relates tx5 directly to thermocline depth anomalies, when

in reality tx5 depends on h6 through local SST anomalies,

which themselves are a function of the position of the

warm pool edge, variations in wind- and buoyancy-

induced mixing, and barrier layer transience.

By a series of approximations, the UO reduces to

modified formulations of the delayed oscillator (deno-

ted the UDO), recharge oscillator (URO), and western

Pacific oscillator (UWPO), which are discussed in the

following subsections alongside their original formula-

tions. The UO formulation of the advective–reflective

oscillator (denoted the UARO), which consists of the

four UO equations and an additional term describing

wave reflection at the eastern boundary, is also

discussed.

b. The delayed oscillator

W01 derives the delayed oscillator from the UO (the

UDO) by setting b2 5 0 in Eq. (2), decoupling the sys-

tem of delay differential equations to yield the

following:

dT
3

dt
5 atx4 2 b

1
tx4(t2h)2 «T

3
, (6)

dtx4
dt

5 eT
3
2R

tx
4

tx4 , (7)

where a, b1, e, «, Rtx
4
, and h are identical to those co-

efficients in the UO Eqs. (2) and (4).

In the original delayed oscillator equation derived by

Battisti and Hirst (1989), the zonal wind stress anomaly

averaged in the Niño-4* region is assumed to be pro-

portional to the SST anomaly averaged in the Niño-3
region [tx4 5 eT3/Rtx

4
, obtained from Eq. (7) by setting

dtx4/dt5 0] yielding the following single equation for the

SST anomaly tendency

dT
3

dt
5

ae

R
tx
4

T
3
2

b
1
e

R
tx
4

T
3
(t2h) , (8)

where ae/Rtx
4
now parameterizes the Bjerknes positive

feedback process and thermodynamic damping and

b1e/Rtx
4
is the negative feedback term corresponding to

term [2] in Eq. (2). We highlight the lack of an explicit

damping term « in Eq. (8); in the formulation of Battisti

andHirst (1989), the damping term is linear in SST sowe

incorporate this term into the coefficient ae/Rtx
4
. Note

also that Eq. (8) implicitly includes thermocline depth

variability since the thermocline depth anomaly in the

eastern Pacific (8E) is proportional to the sum of the in-

stantaneous response to equatorial wind stresses, plus a

delayed response due to off-equatorial wind stress curl.

c. The recharge oscillator

The recharge oscillator model assumes that during an

El Niño (La Niña) event, the atmosphere responds
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almost instantaneously to warm (cool) SST anomalies in

the central-eastern equatorial Pacific and the resultant

change in the wind stress curl incites discharge (re-

charge) of equatorial heat content (Clarke et al. 2007).

Hence, in the derivation of the URO, the anomalous

zonal wind stress tendencies in the Niño-4* and Niño-5
regions from Eqs. (4) and (5) are set to zero, yielding

tx4 5
e

R
tx
4

T
3
, txL5 5

k

R
tx
5

h
6
, (9)

where txL5 is the low-frequency component of tx5. These

relations are substituted into Eqs. (2) and (3) and, set-

ting each of the delay constants to zero, W01 derives the

following coupled system of differential equations for

the URO:

dT
3

dt
5

ae2 b
1
e

R
tx
4

T
3
1

b
2
k

R
tx
5

h
6
2 «T

3
, (10)

dh
6

dt
52

ce

R
tx
4

T
3
2R

h
h
6
. (11)

Again, the constants a, b1, b2, e, k, «, Rh, Rtx
4
, and Rtx

5

are identical to those in Eqs. (2)–(5). The term

(ae2 b1e)/Rtx
4
in Eq. (10) parameterizes growth by the

Bjerknes positive feedback and the term b2k/Rtx
5
pa-

rameterizes thermocline feedback processes. From Eq.

(11), ce/Rtx
4
represents Sverdrup transport north and

south of the equatorial region, while Rh represents

damping of thermocline depth anomalies, mediated by

upwelling (Mechoso et al. 2003).

The recharge oscillator equations derived by Jin

(1997a) can be written

dT
3

dt
5

ae2 b
1
e

R
tx
4

T
3
1

b
2
k

R
tx
5

h
W
, (12)

dh
W

dt
52

ce

R
tx
4

T
3
2R

h
h
W
. (13)

These equations differ from the UROEqs. (10) and (11)

with respect to the region in which the thermocline

depth anomaly is defined: while h6 in Eq. (10) is aver-

aged off-equatorially in the Niño-6* region, in Eqs. (12)

and (13) the thermocline depth anomaly, denoted hW , is

averaged in the western equatorial Pacific (58S–58N,

1408–1808E). We choose to average hW between 1408
and 1808E, rather than in the Niño-4 region, to be con-

sistent with previous studies (Mechoso et al. 2003; Bettio

2007) and to capture themajority of the variability in the

thermocline depth anomalies (Fig. 1). Similar to the

original delayed oscillator equations, the damping term

«T3 from Eq. (10) is not explicit in Eq. (12).

d. The western Pacific oscillator

W01 derives the UWPO SST anomaly equation from

the UO by setting b1 in Eq. (2) to zero, yielding

dT
3

dt
5 atx4 1 b

2
tx5(t2 d)2 «T

3
. (14)

The remaining equations for thermocline depth and

zonal wind stress anomalies are identical to the UOEqs.

(3)–(5).

By contrast with the UWPO, the original western

Pacific oscillator does not explicitly take into account

SST anomalies, instead including prognostic equations

for thermocline depth anomalies in the eastern equa-

torial and western off-equatorial Pacific (Weisberg and

Wang 1997). The original model comprises a system of

four delay differential equations:

dh
3

dt
5 ahtx4 1 bh

2t
x
5(t2 d)2 «hh

3
, (15)

dh
6

dt
52ctx4(t2 l)2R

h
h
6
, (16)

dtx4
dt

5 ehh
3
2Rh

tx
4
tx4 , (17)

dtx5
dt

5 kh
6
2R

tx
5

tx5 , (18)

where the coefficients c, k, Rh, and Rtx
5
are identical to

those in the UO Eqs. (3) and (5), and the remaining

constants ah, bh
2, e

h, «h, and Rh
tx
4
have similar physical

interpretations to their counterparts in Eqs. (4) and (14)

that were parameterized in terms of T3. The variable h3

denotes the Niño-3 averaged equatorial thermocline

depth anomaly while the variable h6 denotes the

Niño-6* off-equatorial thermocline depth anomaly. In

the original formulation, the damping terms were cubic.

However, the linear and cubic forms of the damping

terms do not result in significantly different estimates for

the coefficients, so we adopt only linear forms here.

e. The advective–reflective oscillator

While the advective–reflective oscillator was well de-

scribed by Picaut et al. (1997), W01 first defined the

UARO in a systemof delay differential equations. InW01,

theUAROmodel couples Eqs. (3)–(5) of theUOwith the

following equation for the Niño-3 SST anomaly tendency:

dT
3

dt
5 atx4 2 b

1
tx4(t2h)1 b

2
tx5(t2 d)2 b

3
tx4(t2m)2 «T

3
,

(19)

where all but the fourth term on the right-hand side of

Eq. (19), which represents wave reflection at both the
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eastern and western boundaries of the Pacific, are

identical to the terms in Eq. (2).

4. Analysis of the conceptual models

Table 1 summarizes the main results from the GLS

fits of the UO and conceptual models it attempts to

unify, as well as the original versions of the delayed,

recharge, and western Pacific oscillators. The calcu-

lated rmse values and explained variances r2 are also

reported.

a. SST tendency equations

1) UNIFIED OSCILLATOR AND UNDERPINNING

MODELS

We first consider how well the UO equation captures

the SST anomaly tendency in the ACCESS-OM simu-

lation using 1) the parameter values given by W01 and

2) the parameter values estimated via GLS regression

to the model data.

TheW01 curve provides a poor fit to the model dT3/dt

(rmse5 0:688Cmonth21, r2 5 11%, dt5 1 month),

overestimating many of the positive and negative feed-

backs in Eq. (2) (note that the W01 coefficients are

converted to units of months). This is particularly evi-

dent for the western Pacific oscillator negative feedback

coefficient b2, which is over 40 times the size of the GLS

estimate. The W01 value for the Bjerknes positive

feedback coefficient a and the delayed oscillator nega-

tive feedback coefficient b1 are of a similar order to the

fitted values [W01 derives the latter two values from

Battisti and Hirst (1989)].

By contrast with theW01 curve, there is a much closer

fit between the curve obtained using GLS regression

analysis and themodel dT3/dt (rmse5 0:0558Cmonth21,

r2 5 50%; Fig. 7a). However, it is possible that the GLS

analysis results in an overfitting of the UO equation. To

test this hypothesis, the individual balance relations

used in W01 to derive the UO Eq. (2)—namely, Eqs.

(A1) and (A2) from the appendix—are refit to the

ACCESS-OM simulation data. The coefficients esti-

mated from these equations, and the corresponding

compiled estimates for the UO coefficients a, b1, and b2,

are compared with the values estimated directly from

Eq. (2) in Table 2. The two fitting methods result in

considerably different values for the coefficients, with

differences of up to four orders of magnitude between

the two estimates. The GLS analysis of Eq. (A4) results

in a value for b that is statistically indistinguishable from

zero, leading to a fitted curve explaining 72% of the

variance in h3 calculated directly from ACCESS-OM

(rmse 5 0:298C).

Next, the UO component oscillators are fit to dT3/dt

from the ACCESS-OM simulation data using GLS

regression (Fig. 8). In each case we use the formulation

of the individual oscillators derived from the UO—

namely, the UARO, UDO, URO, and UWPO—rather

than their original formulations (which are discussed

in the following subsection). Compared with the UO,

the UDO, and UARO models provide significantly

better fits to dT3/dt calculated directly from ACCESS-

OM (r2 5 58% and r2 5 56%, for the UDO andUARO

models, respectively. Significance was measured using

a two-sided Student’s t test, resulting in p, 0:0001 in

each case). We note that it is expected that the

UAROmodel provides a better fit than the UO, since

the UARO model adds a parameter to the UO. The

fit of the URO returns a value for (a2 b1)e/Rtx
4
that

is trivial (statistically indistinguishable from zero),

leading to a fitted curve that explains essentially none

of the variance in the simulated tendency. The poor

fit of Eq. (10) is most likely due to the thermocline

depth anomaly being defined off equator rather

than on equator, as discussed in the following

subsection.

For a delay term d of 3months, and assuming anAR(2)

error correlation structure, the UWPO coefficients found

by GLS regression of Eq. (14) result in a fitted curve

explaining 14% of the variance in the model dT3/dt. Al-

though this does not necessarily imply that the western

Pacific oscillator negative feedback mechanism is un-

important in modeling the behavior of ENSO, we note

that the UO andUAROweight the coefficient b2 as least

important in contributing to the transition of an ENSO

event. It is possible that the UWPO negative feedback is

incorrect or ill suited to the actual physical mechanism

operating in ACCESS-OM.

Based on these fits we perform a quick ranking of the

relative importance of each of the mechanisms de-

scribed in the UO and its underpinning models. The

UWPO term describing locally forced eastward-

propagating Kelvin waves is weighted as the least im-

portant mechanism in the UO and UARO compared

with the delayed and advective–reflective negative

feedbacks. The inclusion of a term parameterizing the

Niño-5 zonal wind stress anomalies in Eq. (A4) used to

derive the UO SST anomaly tendency equation is not a

significant improvement over the relation with this

term omitted. A similar result is found by comparing

the fits of the UO and UDO equations for the SST

anomaly tendencies. We conclude, then, that the

UWPO mechanism for ENSO decay is the least im-

portant in describing the ENSO behaviors simulated by

ACCESS-OM. With a delay term of h5 2 or 3 months,

the UDO Eq. (6) can be used to assess the accuracy of
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the UARO mechanism describing the importance of

local mean and anomalous zonal advection at the edge

of the western Pacific warm pool. GLS fitting using values

for the delay term equal to 2 and 3 months, respectively, is

unable to return values for the damping term « that are

statistically distinguishable from zero. Furthermore, the

rmses of the fitted curves to both values of the delay term

are higher than those forh5 5 (rmse5 0:0668Cmonth21,

for h5 2; rmse 5 0:0648Cmonth21, for h5 3). Hence,

we conclude that the UDO feedback mechanism in the

UO and its underpinning models is the most important in

contributing to ENSO growth and decay, followed by the

UARO feedback mechanism and the UWPO feedback

mechanism.

2) THE ORIGINAL MODELS

The original delayed oscillator Eq. (8) provides a very

close fit to the simulated tendency estimated directly

from ACCESS-OM. The rmse is minimized for h5 1

months, leading to the fitted curve explaining 99%of the

variance of the modeled dT3/dt. This value for the delay

term, h5 1 month, is considerably smaller than the

TABLE 1. Regression coefficients obtained viaGLS regression of theUO, Eqs. (2)–(5), and the original andUO versions of the delayed,

recharge, western Pacific, and advective–reflective oscillators, Eqs. (6)–(19). In each case, the ‘‘U’’ prefix denotes a model that has been

derived from the UO. The explained variance (r2) of the fitted curves to the model tendencies along with the corresponding rmse values

estimated via cross validation are reported. The parameters in W01 are also listed. Coefficients marked with an asterisk are derived from

the originalWPO equation for Niño-3 (58S–58N, 1508–908W) thermocline depth and have different units to the corresponding fitted values

from other models [see Eq. (15)]. Coefficients marked with a cross are derived from the original WPO equation for Niño-4* (58S–58N,

1508E–1608W) zonal wind stress, parameterized in terms of the Niño-3 thermocline depth, and have different units to the corresponding

fitted values from other models [see Eq. (18)].

Constant UO UDO DO URO RO UWPO WPO UARO W01

SST equations: dT3/dt

a [8C (Nm22)21 month21] 14 11 — — — 2.8 0* 13 13

b1 [8C (Nm22)21 month21] 19 16 — — — — — 5.3 21

b2 [8C (Nm22)21 month21] 1.5 — — — — 1.8 8.6* 0.99 63

b3 [8C (Nm22)21 month21] — — — — — — — 12 21

ae/Rtx
4
(month21) — — 0.91 — — — — — —

b1e/Rtx
4
(month21) — — 0.93 — — — — — —

(a2 b1)e/Rtx
4
(month21) — — — 0 0.066 — — — —

b2k/Rtx
5
(month21) — — — 0.013 0.18 — — — —

« (month21) 0 0 — — — 0.025 0* 0 0.10

h (months) 4 5 1 — — — — 5 5

d (months) 3 — — — — 3 3* 2 1

m (months) — — — — — — — 4 3

r2 (%) 50 58 99 ’0 35 14 11* 56 11

Rmse (8C month21) 0.055 0.052 0.011 0.10 0.076 0.093 0.070* 0.046 0.68

Thermocline equations: dh6/dt

c [8C (Nm22)21 month21] 0 — — — — 0 0 0 6.3

ce/Rtx
4
(month21) — — — 0.0034 0.071 — — — —

Rh (month21) 0 — — 0.042 0.068 0 0 0 0.42

l (months) 6 — — — — 6 6 6 6

r2 (%) 0 — — 4.6 54 0 0 0 0.11

Rmse (8C month21) 0.039 — — 0.040 0.043 0.039 0 0.039 0.16

Niño-4* wind stress equations: dtx4/dt

e (Nm22 8C21 month21) 0 0 — — — 0 0.00151 0 0.0030

e/Rtx
4
(Nm22 8C21) — — 0.0096 0.0096 0.0096 — — — —

Rtx
4
(month21) 0.032 0.032 — — — 0.032 0.131 0.032 0.17

r2 (%) 0.00013 0.00013 58 58 — 0.00013 1.01 0.00013 2.9

Rmse (Nm22 month21) 0.0010 0.0010 0.0059 0.0059 — 0.0010 0.00121 0.0010 0.0020

Niño-5 wind stress equations: dtx5/dt

k (Nm22 8C21 month21) 0.00054 — — — — 0.00054 0.00054 0.00054 0.0050

k/Rtx
5
(Nm22 8C21) — — — 0.0098 — — — — —

Rtx
5
(month21) 0.0051 — — — — 0.0051 0.0051 0.0051 0.17

r2 (%) 0.0013 — — 3.5 — 0.0013 0.0013 0.0013 0.0052

Rmse (Nm22 month21) 0.00069 — — 0.0066 — 0.00069 0.00069 0.00069 0.0031

1 DECEMBER 2015 GRAHAM ET AL . 9131



values given in Battisti and Hirst (1989), of h5 6

months, and W01, of h5 5 months. When a delay value

of h5 5 (consistent with W01) is used to fit the original

delayed oscillator, the resulting fitted curve explains 94%

of the variance in dT3/dt calculated directly from

ACCESS-OM (the rmse is 0.052 8Cmonth21). It is not

surprising that the delayed oscillator Eq. (8) provides

such a close estimate of the modeled dT3/dt; indeed, the

tendency term on the left-hand side of Eq. (8) is directly

proportional to the right-hand side, regardless of the value

of the delay parameter h. When Eq. (8) is refit to the

simulated dT3/dt with tx4 substituted for T3 on the right-

hand side of the equation, the result is poorer than that

equation with T3 instead of tx4 (rmse5 0:0548C month21,

r2 5 71%, for h5 3 months), which indicates that the re-

lation 58S is incomplete, as discussed in section 4c.

The values of the recharge oscillator coefficients es-

timated via GLS regression are similar to those of pre-

vious studies (e.g., Mechoso et al. 2003). However, the

fitted curve here explains only 35%of the variance in the

model dT3/dt, for an rmse of 0.0768Cmonth21 (Fig. 9a).

The original recharge oscillator SST equation performs

considerably better than the URO, the difference being

due to the averaging regions for the thermocline depth

anomalies and the omission of an explicit damping term

in the original equation.

The recharge oscillator equation for dT3/dt has par-

ticularly poor closure during the period 1990–95, as

previously shown byGraham et al. (2014). However, the

years 1990–95 in ACCESS-OM are marked by central

Pacific ENSO events, the mechanisms of which are not

well described by the recharge oscillator model (Kug

et al. 2010; Yeh et al. 2014). That is, the recharge oscil-

lator assumes that the primary development and decay

dynamics of ENSO are related to the shoaling and

deepening of the equatorial thermocline, which is not

necessarily the case for central Pacific ENSO events

(Singh and Delcroix 2013; Yeh et al. 2014). It is for this

reason that the variances explained by the recharge

model fitted curves for dT3/dt (and dhW /dt in the fol-

lowing subsection) are relatively low.

Note that our results do not imply that the delayed

oscillator is a superior diagnostic than the recharge os-

cillator. For example, the decay of El Niño events, rather

than their growth, might be better described in the de-

layed oscillator (Li and Clarke 1994; Mantua and Battisti

1994), which may be partly due to the omission of noise

forcing that is important in the excitation of ENSOevents

(Vecchi et al. 2006). Mechoso et al. (2003) found that the

FIG. 7. Fitted and predicted curves for the UO model using

ACCESS-OM. In each panel, the solid black line is the tendency

determined directly from ACCESS-OM, and the dashed line is the

tendency calculated from the right-hand side of the relevant

equation where the coefficients are estimated via GLS regression.

All data are filtered with a 12-month Parzen filter prior to fitting:

(a) theNiño-3 (58S–58N, 1508–908W) SST anomaly tendency dT3/dt

calculated from the UO Eq. (2); (b) the Niño-6* (88–168N, 1508–
1708E) thermocline depth anomaly tendency dh6/dt calculated

from the UO Eq. (3); (c) the Niño-4* (58S–58N, 1508E–1608W)

zonal wind stress anomaly tendency dtx4/dt calculated from the

UO Eq. (4); and (d) the Niño-5 (58S–58N, 1208–1408E) zonal wind
stress anomaly tendency dtx5/dt calculated from the UO Eq. (5).

Note that since the coefficients from Eq. (3) estimated using GLS

are statistically indistinguishable from zero, the thick line is equal

to zero in (b).

TABLE 2. Regression coefficients obtained via GLS regression of

the individual balance relations Eqs. (A1) and (A4) in the appen-

dix, and the derived values for the constants a, b1, and b2 from these

individual balance relations, compared with the constants esti-

mated directly from theUOEq. (2). The explained variance (r2) of

the fitted curves to the model tendencies along with the corre-

sponding rmse values, estimated using cross validation, are

reported.

Constants

Eqs. (A1)

and (A4) UO Eq. (2)

R [8C (Nm22)21 month21] 15 —

KE (month21) 0.26 —

r2 (%) 3.6 —

Rmse (8C month21) 0.10 —

a[8C (Nm22)21] 50 —

g[8C (Nm22)21] 12 —

b[8C (Nm22)21] 0 —

h (months) 8 —

d (months) 1 —

r2 (%) 72 —

Rmse (8C) 0.29 —

a5R1aKE 28 8.8

b1 5gKE 2.9 13

b2 5bKE 0 1.1
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capabilities of the delayed and recharge oscillator models

in capturing the behavior of the ENSO cycle extracted

from a CGCM were essentially indistinguishable. That

our results differ from those of Mechoso et al. (2003)

might be due to the different filtering techniques used.

While Mechoso et al. (2003) fitted the delayed and re-

charge oscillators to CGCM data that included only

variability on time scales of 2–7 years, we did not filter out

lower frequency variability in our analysis, which may

impact the performance of the recharge oscillator. Fur-

thermore, prior to CMIP5, most CGCMs tended to

simulate a single type of El Niño—the eastern Pacific

spatial flavor—and did not simulate the central Pacific El

Niño well (Yu and Kim 2010; Ham and Kug 2012; Kug

et al. 2012), which may have led to a better performance

of the recharge oscillator relative to the delayed oscillator

in Mechoso et al. (2003).

A study by Bettio (2007) examined the skill of the

delayed and recharge oscillator frameworks in di-

agnosing the ENSO behavior of the Australian

BMRC CGCM (Power et al. 2006) compared with

observations. Bettio (2007) found that the delayed os-

cillator demonstrated superior skill over the recharge

oscillator in capturing ENSO behavior when applied to

the BMRC CGCM. Bettio (2007) argues that eastern

equatorial upwelling processes (here represented in the

coefficient Rh) are less efficient at explaining the ma-

jority of the variability in eastern equatorial SST anom-

alies in their model compared with observations. A

similar result is possible here for the ACCESS-OM data,

particularly given the presence of a cold tongue bias in the

central-eastern equatorial Pacific (Fig. 2), which can de-

velop because of biases in upwelling that result from ex-

cessively strong trade winds (Vannière et al. 2013). For

FIG. 8. Comparison of the fits to the ACCESS-OM SST anomaly tendency dT3/dt by each of

theUO component oscillators where the coefficients are estimated usingGLS regression. (a) The

black line is dT3/dt determined directly fromACCESS-OM.The red line corresponds to the right-

hand side of Eq. (6) for UDO, the dark blue line corresponds the right-hand side of Eq. (10) for

URO, the green line corresponds to the right-hand side of Eq. (14) for UWPO, and the magenta

line corresponds to the right-hand side of Eq. (19) for UARO. (b)–(e) Scatterplots of dT3/dt

(8Cmonth21) determined directly from ACCESS-OM (x axis) against dT3/dt (8Cmonth21)

calculated from the UDO (red), URO (dark blue), UWPO (green), and UARO (magenta). In

(b)–(e), r is the correlation coefficient between dT3/dt determined directly from ACCESS-OM

and the corresponding tendency calculated from each of the underpinning models.
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this reason, it is difficult to determine from the analysis

here which of the delayed and recharge oscillator mech-

anisms for negative feedback is more realistic.

b. Thermocline tendency equations

1) UNIFIED OSCILLATOR AND UNDERPINNING

MODELS

We next consider the extent to which the UO prog-

nostic equation for thermocline depth anomaly Eq. (3)

captures the behavior of dh6/dt calculated directly from

the ACCESS-OM data. W01 defined the thermocline

depth using the 208C isotherm, while here we use the

depth-averaged temperature above 300m. Hence, to

evaluate the skill of the W01 curve, using the W01 co-

efficients, Eq. (3) [and term 1 on the right-hand side of

Eq. (5)] is divided by 208Cm21 (i.e., the regression co-

efficient estimated in section 2 relating the depth-

averaged temperature above 300m to the 208C isotherm

depth). TheW01 coefficients are also converted to units of

months. The W01 curve poorly emulates the behavior of

the simulated tendency dh6/dt (rmse5 0:168Cmonth21,

r2 5 0:11%).

TheGLS regression fit of Eq. (3) to the ACCESS-OM

dh6/dt (identical to the UWPO and UARO thermocline

equations) returns trivial values for the coefficient c

when l5 0, 1, . . . , 10 months, leading to a fitted curve

that explains essentially none of the variance in the

model dh6/dt. When the URO thermocline depth

anomaly tendency Eq. (11) is fit to the simulated

dh6/dt, a similar result to that of the UO Eq. (3) is ob-

tained (rmse5 0:0408Cmonth21, r2 5 4:6%).

While in W01 the UO Eq. (2) for dT3/dt is derived

using a series of balance relations, Eq. (3) for dh6/dt is

inferred directly from the off-equatorial vorticity equa-

tion (appendix). As such, a similar procedure of fitting

the individual balance relations as in the previous

subsection for the UO equation for dT3/dt is not

applicable here.

2) THE ORIGINAL MODELS

For the original recharge oscillator thermocline depth

anomaly tendency, the fitted curve explains 54% of the

variance in the model dhW /dt (Fig. 9b). Hence, the orig-

inal recharge oscillator prognostic thermocline depth

anomaly equation provides a considerably better fit to the

simulated tendency than both the UO and the URO.

Comparing Eqs. (11) and (13), we observe that the better

fit for the original model is primarily the result of a more

appropriate averaging region for the thermocline depth

anomaly. In the original recharge oscillator, hW repre-

sents equatorial western Pacific thermocline depth

anomalies, whereas h6 in the URO represents off-

equatorial western Pacific thermocline depth anomalies.

W01 argues that since the maximum interannual vari-

ability in the thermocline depth anomaly is in the off-

equatorial western Pacific region, the variable h6 in the

UO equations should be averaged over the Niño-6* re-

gion, rather than over the equatorial western Pacific.

However, the mechanism governing ENSO growth and

transition in the recharge oscillator requires the discharge

and recharge of equatorial heat content, which is consis-

tent with observations (e.g., Meinen and McPhaden

2000), implying that the thermocline depth anomaly in

the western Pacific is more appropriately averaged on,

rather than off, the equator.

In the original western Pacific oscillator, there are two

prognostic equations for thermocline depth: one for the

Niño-3 (i.e., equatorial) thermocline depth anomaly, Eq.

(15), and the other for the Niño-6* thermocline depth

anomaly, Eq. (16), which is identical to the UO Eq. (3).

The right-hand side of Eq. (15) is fit to the ACCESS-OM

output, finding that the coefficients ah and «h are statis-

tically indistinguishable from zero. The GLS regression

fit of Eq. (15) to the simulateddh3/dt is consistent with the

poor fits of the UWPO’s prognostic equation for the SST

anomaly tendency, Eq. (14), and the western Pacific

negative feedback mechanism in Eq. (2).

FIG. 9. Fitted and predicted curves for the original delayed and

recharge oscillator models using ACCESS-OM. (a) The solid black

line is dT3/dt determined directly from ACCESS-OM. The dashed

black line corresponds to the tendency calculated from the right-

hand side of the original delayed oscillator equation forT3, namely,

Eq. (8), with a delay h of 1 month and where the coefficients are

estimated usingGLS regression (column 3, Table 1). The solid gray

line corresponds to the tendency calculated from the right-hand

side of the original recharge oscillator equation for T3, namely, Eq.

(12), where the coefficients are estimated using GLS regression

(column 5, Table 1). (b) The solid black line is dhW /dt determined

directly fromACCESS-OM. The solid gray line corresponds to the

tendency calculated from the right-hand side of the original re-

charge oscillator equation for hW , namely, Eq. (13), where the

coefficients are estimated using GLS regression (column 5, Table

1). In each panel, the correlation coefficients (r) between the de-

layed and recharge oscillator tendency equations and the corre-

sponding tendency calculated from ACCESS-OM are reported.
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c. Niño-4* zonal wind stress tendency equations

There are three versions of equations for tx4 among the

UO, its underpinning models, and the original versions

of these models: a prognostic version, as in the UO, in

terms of T3 and tx4; a diagnostic version that relates tx4
directly to T3, as in the recharge oscillator and the orig-

inal delayed oscillator; and a prognostic version in terms

of h6 and tx4, as in the original western Pacific oscillator.

We first consider the prognostic UO Eq. (4) for the

Niño-4* zonal wind stress anomaly tendency. Applying

the W01 parameter values as coefficients to this equa-

tion results in a curve that is unable to replicate dtx4/dt

calculated from ACCESS-OM; the correlation between

the two curves is 20:17. The GLS regression analysis

applied to Eq. (4) does not improve the fit, returning

a trivial value for e (rmse5 1:03 1023 Nm22month21,

r2 ’ 0%; Fig. 7c). We hypothesize that the tendency

term in Eq. (4) is unnecessary and that the dominant

balance is simply between the Niño-4* zonal wind stress

anomaly and the Niño-3 SST anomaly. To test this hy-

pothesis, we rearrange Eq. (4) as follows:

tx4 5
e

R
tx
4

T
3
2

1

R
tx
4

dtx4
dt

, (20)

and apply GLS regression analysis. We find that the

coefficient 1/Rtx
4
in front of the tendency term is statis-

tically indistinguishable from zero, which indicates that

it is not linearly correlated with the model state and can

be treated as noise. The dominant balances in Eq. (20)

are illustrated in Fig. 10a. The fit for Eq. (9) between tx4
and T3 produces similar results to that of Eq. (20)

(rmse5 0:0059Nm22 month21, r2 5 58%). However,

there is clear structure in the residual of Eqs. (9) and (20)

when the tendency term is omitted (i.e., tx4 2 eT3/Rtx
4
),

with coherent peaks and troughs corresponding to El

Niño and La Niña years, which is indicative of non-

linearity in the dependence of tx4 on T3.

Given the importance of atmospheric nonlinearities in

parameterizing processes such as westerly wind bursts

and the Madden–Julian oscillation as well as the super

El Niño events of 1982–83 and 1997–98 (Vecchi et al.

2006; Levine and Jin 2010; Choi et al. 2013), the in-

clusion of nonlinearity in Eq. (9) may improve the fit. A

suitable candidate is a piecewise nonlinearity, which has

been found to aid in replicating the asymmetries in

ENSO amplitude, sequencing, and timing (Choi et al.

2013). We note that previous studies have also extended

the simple steady state atmospheric model above to in-

clude time dependence between tx4 and T3, since wind

stress anomalies have been demonstrated to adjust to

SST on the order of a month or so (Neelin et al. 2000;

Syu and Neelin 2000; Mechoso et al. 2003). While such a

time-dependent relationship has been found to improve

the relationship between tx4 and T3, we emphasize that

this is not the case when a simple wind stress anomaly

tendency term is included, as in the UO Eq. (4).

Finally, the original western Pacific oscillator equa-

tion for the Niño-4* zonal wind stress anomaly ten-

dency, Eq. (17), is fit to the simulated tendency using

GLS regression analysis, yielding a fitted curve that ex-

plains essentially none of the variance in dtx4/dt esti-

mated directly fromACCESS-OM(rmse50:0012Nm22

month 1608W, r2 5 1:0%).

d. Niño-5 zonal wind stress tendency equations

There are only two versions of equations for tx5 among

the UO, its underpinning models, and the original ver-

sions of thesemodels: a prognostic version, as in theUO,

and a diagnostic version that relates tx5 directly to h6, as

in the URO.

FIG. 10. The dominant balances of terms in the zonal wind stress

anomalyEqs. (4) and (5), rearranged to have the tendency terms on

the right-hand side and the damping terms on the left. In each

boxplot, the bold horizontal line represents themedian value of the

term (i.e., median value through time), the lower horizontal line of

the box represents the 25th percentile and the upper horizontal line

represents the 75th percentile, the whiskers extend to the most

extreme data points that are not considered outliers, and the

crosses represent outlier data (i.e., outside the 99th percentile).

(a) The terms in the Niño-4* (58S–58N, 1508E–1608W) zonal wind

stress anomaly Eq. (4), where the parameter values are estimated

by GLS regression. (b) The terms in the Niño-5 (58S–58N, 1208–
1408E) zonal wind stress anomaly Eq. (5), where the parameter

values are estimated by GLS regression.
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First, the prognostic UO Eq. (5) for Niño-5 zonal

wind stress anomaly is considered. The curve calculated

using the W01 parameters explains essentially none of

the variance in dtx5/dt. When the right-hand side of Eq.

(5) is fit to the model dtx5/dt, the correlation coefficient

between the fitted curve and dtx5/dt is 3:63 1023

(Fig. 7d). Hence, as for Eq. (4), we argue that the

derivative formulation here is inappropriate. Per-

forming the same dominant balance analysis on a re-

arranged Eq. (5) as in the previous section for Eq.

(20), we find that the tendency term dtx5/dt is also un-

correlatedwith themodel state and canbe treated as noise.

Unlike with Eq. (20), there is no coherent structure in the

residual (i.e., tx5 2 kh6/Rtx
5
), although this might be due to

the fact that tx5 depends on h6 through the parameteri-

zation of local SST anomalies, which are not repre-

sented in Eq. (5).

Second, the URO equation for the Niño-5 region

zonal wind stress anomaly—which assumes a simple

linear relationship between tx5 and h6—is fit to the sim-

ulated dtx5/dt and is not a considerable improvement

over the fit of the UO equation: the linear relation ex-

plains only 3.5% of the variance in the model tx5.

5. Does the fitted UO produce an oscillation?

a. The UO and its underpinning models

To investigate whether the UO and its component

models produce a realistic periodicity using the GLS

fitted values, each of the systems of equations outlined

in section 3 is solved numerically using the R statistical

computing package deSolve (Soetaert et al. 2010). We

find that in the absence of stochastic forcing the nu-

merical solutions of the UO, UDO, URO, UWPO,

and UARO do not oscillate. This result is not sur-

prising given the poor fits of the equations for ther-

mocline depth and zonal wind stress anomalies in each

framework.

b. The original conceptual model formulations

We next investigate whether the original delayed,

recharge, and western Pacific oscillators produce oscil-

lations when solved using the GLS fitted values for the

parameter values. Both the delayed and the recharge

oscillators are found to produce oscillatory solutions,

the period of which can be calculated analytically. As-

suming solutions to the delayed oscillator of the form

exp(ist), the dispersion relation is given by Mechoso

et al. (2003) as 
is2

ae

R
tx
4

!
52

b
1
e

R
tx
4

exp(2ish) , (21)

yielding a period of 4.2 years using the values of the

coefficients estimated by GLS regression. In the case of

the recharge oscillator, the period can be calculated with

the following expression by Mechoso et al. (2003):

P5 2p

8<
:
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2
kR
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tx
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9=
;
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.

(22)

Using the GLS estimated coefficients for the original

recharge oscillator from Table 1, the period is 5.7 years.

However, as for the UO and its underpinning models,

the numerical solution of the original western Pacific

oscillator using the GLS fitted values is not oscillatory.

Mechoso et al. (2003) investigate the realism of the

original delayed and recharge oscillator conceptual

models in diagnosing ENSO behaviors using two fitting

methods: the first fit the conceptual models directly to

CGCM data, and the second fit each of the individual

balance relations that were employed in the derivation

of the two conceptual models. Using fitting method 1,

Mechoso et al. (2003) find that the simplemodels appear

to reproduce a realistic ENSO period, but when the

implied parameters estimated by this method are

substituted into the individual balance relations, they

result in erroneous estimates of amplitude and phase.

Fitting method 2 results in more robust estimates for the

parameter values, although it yields smaller ENSO pe-

riods for the delayed and recharge oscillators than esti-

mated by the CGCM, which Mechoso et al. (2003)

attribute to multiple scales of time dependence in the

CGCMwind stress–SST anomaly relationship [although

we note that such a time-dependent relationship is not

adequately represented through the inclusion of a wind

stress anomaly tendency term, as in the UOEqs. (4) and

(5)]. The same procedure outlined in Mechoso et al.

(2003) is not carried out here; however, we can expect a

similar result to theirs for the original delayed and re-

charge oscillators.

6. Discussion and conclusions

The unified oscillator (UO) is often cited as a concise

description of ENSO that incorporates several existing

paradigms of ENSO dynamics, such as the recharge os-

cillator, delayed oscillator, western Pacific oscillator, and

advective–reflective oscillator. We have investigated this

claim but find that the unified oscillator is no more ef-

fective at diagnosing ENSO behavior in the flux-forced

Australian Community Climate and Earth-SystemOcean

Model (ACCESS-OM) than the delayed oscillator for-

mulation that the unified oscillator incorporates.
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In the original formulation of the UO, W01 suggests

suitable parameter values based on their capability to

produce oscillations on interannual time scales in the

coupled system of delay differential equations. When

applied to the relevant equations, we find these values to

be ineffective in capturing the associated ACCESS-OM

tendencies of SST, ocean heat content, and zonal surface

wind stress anomalies. As an alternative, and in order to

assess the fidelity of the UO equations with respect to

the simulated ENSO behavior in ACCESS-OM, we use

generalized least squares regression analysis to find

more appropriate parameter estimates. While the fitted

curve of the UO SST anomaly equation replicates the

model dT3/dt reasonably well, the remaining equations

for thermocline depth and zonal wind stress anomalies

capture essentially none of the variance in theACCESS-

OM tendencies, and as a result, the estimated coefficient

values substituted into the UO and its underpinning

model equations fail to produce oscillatory solutions.

This can be attributed to two key factors.

First, the inclusion of the derivative terms in the UO

prognostic Eqs. (4) and (5) for zonal wind stress anom-

alies is inappropriate. An examination of the dominant

balances in each of these equations indicates that simple

steady-state equations, in which the zonal wind stresses

change linearly with the predictors, are more appropri-

ate than the derivative formulations. However, this does

not imply that linear relationships between zonal wind

stress anomalies and the corresponding predictors are

sufficient.

Second, the averaging region of the thermocline depth

anomaly defined in the UO is mismatched to the for-

mulation. W01 argues that since observations show that

the maximum interannual thermocline depth and sea

level variations are in the off-equatorial region, the dis-

charge and recharge of the equatorial Pacific is best

modeled using Niño-6* (88–168N, 1508–1708E) thermo-

cline depth anomalies. This conflicts with the arguments

of Jin (1997a) and a study by Meinen and McPhaden

(2000), who show that the discharge and recharge of

equatorial heat content—that is, averaged in the western

equatorial Pacific and the Niño-3 (58S–58N, 1508–908W)

regions, respectively, rather than off-equatorial heat

content—play an important role in the growth and decay

of an ENSO event. Our results agree with these earlier

studies; we find that when the heat content is averaged in

the equatorial western Pacific, the variance explained in

the ACCESS-OM thermocline depth anomaly tendency

is considerably higher than when the thermocline depth

anomaly is averaged in the off-equatorial western Pacific.

We find that the inclusion of the western Pacific

oscillator feedback mechanism in the UO does not

substantially improve the fit of this equation to the

ACCESS-OM dT3/dt, as evidenced by comparing the

SST anomaly equation from the UO and the delayed

oscillator. Furthermore, both the original and the W01

versions of the western Pacific oscillator model capture

very little of the variance in the SST, thermocline depth,

and zonal wind stress anomaly tendencies that they de-

scribe. It is important to recognize that our results do not

establish whether or not the dominant negative feed-

back described by the western Pacific oscillator is a

physical mechanism—previous studies have found evi-

dence for the western Pacific oscillator operating in

nature, and particularly during large ENSO events

(Boulanger and Menkes 2001; Boulanger et al. 2003).

Rather, our results imply that the inclusion of the

western Pacific oscillator in the UO in its present form is

not necessary or sufficient for replicating the ENSO

tendencies produced by the ACCESS-OM simulation.

A notable weakness of the UO theory is in combining

mechanisms that are not necessarily independent. For

example, the discharge of equatorial heat content in the

recharge oscillator implicitly takes into account the

Kelvin wave processes explained by the delayed oscil-

lator negative feedback mechanism (Jin 1997a). That is,

the time-integrated effect of eastward-propagating up-

welling Kelvin waves initiated by the reflection of

Rossby wave pairs at the western boundary of the Pacific

(from the delayed oscillator) partly contribute to the

ocean mass adjustment (from the recharge oscillator)

that leaves the thermocline anomalously shallow fol-

lowing an El Niño event. While it may be true that the

evolution of ENSO is the result of multiple negative

feedback mechanisms acting in concert, the UO in its

current form is unable to adequately incorporate and

delineate the different mechanisms in operation.

With these factors in mind, and by comparing the UO

equations with the corresponding equations from the

original conceptual models it incorporates, we suggest a

number of improvements to the UO:

1) define the averaging region for the thermocline

depth anomaly in the western Pacific on, rather than

off, equator, based on model sensitivity and/or the

location of maximum interannual variability;

2) remove the tendency term in the Niño-4* (58S–58N,

1508E–1608W) zonal wind stress equation;

3) remove the tendency term in the Niño-5 (58S–58N,

1208–1508E) zonal wind stress equation [the de-

scription of tx5 fromEq. (5)might be further improved

via the inclusion of an explicit SST term, although

evaluation of the most appropriate parameterization

of this term requires further investigation]; and

4) include stochastic wind forcing in each of the zonal

wind stress anomaly tendency equations to energize
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the fluctuations in the face of dissipation, as has been

done for the recharge oscillator recently by Levine

and Jin (2010).

Nevertheless, even with these modifications, it

would be difficult for an improved unified model to

significantly surpass the performance of the simple

delayed oscillator equation in capturing the ENSO

behavior of the ACCESS-OM simulation. For frequen-

cies of 12 months or greater, and parameter values

of ae/Rtx
4
5 0:16month21, b1e/Rtx

4
5 0:20month21, and

h5 5, we find that the delayed oscillator Niño-3 SST

anomaly tendency equation explains 94% of the variance

in the corresponding tendency calculated directly from

the ACCESS-OM data. Hence, we recommend the de-

layed oscillator model as a starting point for further re-

search and improvement, which is summarized as follows:

dT
3
(t)

dt
5

ae

R
tx
4

tx4(t)2
b
1
e

R
tx
4

tx4(t2h) , (23a)

for tx4(t)5
e

R
tx
4

T
3
(t)1aN(t)G(t) , (23b)

dN(t)

dt
52vN(t)1w(t) , (23c)

where we have introduced a multiplicative (state de-

pendent) noise variable N(t) representing red noise;

w(t) is white noise with a Gaussian distribution;

G5 11BT3; and a, v, and B are constants. These ad-

ditions to the delayed oscillator are based on modifica-

tions to the original recharge oscillator by Levine and

Jin (2010), who demonstrated that multiplicative noise

influenced ENSO stability and asymmetry and con-

firmed previous findings that the low-frequency com-

ponent of noise forcing is critical in the excitation of El

Niño events (Vecchi et al. 2006; Gebbie et al. 2007;

Zavala-Garay et al. 2008). We also note that multipli-

cative, rather than simply additive, noise is most ap-

propriate, as it allows for the interdependence between

high-frequency stochastic forcing events such as the

Madden–Julian oscillation or westerly wind bursts,

which are not independent of the background state of

ENSO (Kessler and Kleeman 2000; Vecchi and Harrison

2000; Eisenman et al. 2005; Gebbie et al. 2007; Tziperman

andYu 2007).Additional improvementmight be found in

the delayed oscillator by including a nonlinearity in the

atmospheric response to SST, as per Choi et al. (2013), an

addition that resulted in a model better able to reproduce

key ENSO asymmetries.

One limitation of the UO formulation, and of linear

conceptual models in general, is the estimation of con-

stant parameter values, when in reality ENSO is a

nonlinear system with temporally evolving dynamics

and spatial flavors (Yeh et al. 2014). Furthermore, these

ENSO dynamics and spatial flavors are highly de-

pendent on a mean state that is expected to warm

into the future (e.g., Yeh et al. 2009; Kug et al. 2009;

Wittenberg 2009; Collins et al. 2010; Vecchi and

Wittenberg 2010; Santoso et al. 2013; Kim et al.

2014; Wittenberg et al. 2014; Capotondi et al. 2015). For

example, the delay terms in Eqs. (2) and (3) depend on

Kelvin and Rossby wave speeds and the location where

the waves are generated, which are not necessarily sta-

tionary in time. The parameter values may also be

influenced by the meridional breadth, duration, and lo-

cation of wind forcing (Wittenberg 2002; Vecchi and

Harrison 2003; Capotondi et al. 2006; Kim et al. 2008),

which are not the same from one event to another.

Importantly, we are not arguing that the parameter

values obtained from the application of generalized

least squares regression analysis to the ACCESS-OM

simulation are the ‘‘best’’ parameter values for any

model. Indeed, it is expected that the application of the

same analysis for a different model, or time period, will

result in a different set of parameter values than those

found here for the ACCESS-OM simulation. However,

reanalysis products, such as SODA v2.2.4 and ERSST

v3b, are forced by similar atmospheric fluxes to those

used to force the ACCESS-OM simulation (Griffies

et al. 2012), resulting in similar reproductions of SST,

thermocline depth, and wind stress anomalies, despite

the fact that while reanalysis data are corrected to ob-

servations, the ACCESS-OM OGCM is not (Fig. 4).

Therefore, replication of the analysis performed here on

ACCESS-OMusing reanalysis data is unlikely to produce

amarkedly different set of conclusions to those presented

here.

Linear conceptual models have played, and will most

likely continue to play, an important role in our un-

derstanding of ENSO behavior. Nevertheless, differ-

ences in ENSO flavors and variability in space and time,

and the potential complexities associated with changes

in ENSO behavior under climate change, predicate the

need for a more complete consideration of the role and

importance of nonlinearities in the climate system when

making conclusions about modeled behaviors.
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APPENDIX

Derivation of the Unified Oscillator

The equations that W01 used to derive the UOmodel

are briefly introduced in this section.

As for the delayed oscillator model (Battisti and Hirst

1989), W01 assumes that the SST, vertical velocity, and

zonal current velocity anomalies described in the Lamont

model for SST anomaly tendencies (Zebiak and Cane

1987) are linearly related to zonal wind stress anomalies

in the eastern equatorial Pacific, yielding

dT
3

dt
5Rtx4 1K

E
h
3
, (A1)

where T3 is the Niño-3 (58S–58N, 150–908W) SST

anomaly, tx4 is the Niño-4* (58S–58N, 1508E–1608W)

zonal wind stress anomaly, h3 is the Niño-3 thermocline

depth anomaly, andR andKE are constants. Battisti and

Hirst (1989) used Eq. (A1) to directly derive the delayed

oscillator by assuming that tx4 is proportional to the SST

anomaly averaged in the eastern equatorial Pacific and

that the zonal tilt in the equatorial thermocline depth is

proportional to the zonal wind stress anomalies

(h3 } hW 1 tx4). However, W01 argues that Eq. (A1) on

its own overlooks the importance of the western equa-

torial Pacific zonal wind stress anomalies that are im-

portant in forcing an upwelling Kelvin wave that

contributes to ENSO decay. Hence, to derive the UO,

W01 considers Eq. (A1) and an equation describing the

balance between the zonal tilt in the equatorial ther-

mocline depth and zonal wind stresses (from the re-

duced gravity model):

g0
›H

›x
5

tx

r
0
H
, (A2)

where g0 is the reduced gravity, H is the mean thermo-

cline depth, r0 is a constant for the seawater density, and

tx is the zonal wind stress. W01 integrates Eq. (A2) over

the equatorial box from east to west and considers only

the anomalous terms, obtaining

h
3
5 h

W
1atx4 1btx5 , (A3)

where, as before, tx4 is the Niño-4* zonal wind stress

anomaly, tx5 is the Niño-5 (58S–58N, 1208–1408E) zonal
wind stress anomaly, h3 is the Niño-3 thermocline depth

anomaly, hW is the western equatorial thermocline

depth anomaly, and a and b are constants. In the de-

layed oscillator, wave dynamics are responsible for

modulating 58N on ENSO time scales; hence, hW is as-

sumed to be proportional to 2tx4(t2h). The third term

on the right-hand side of Eq. (A3), btx5, which does not

appear in the delayed or recharge oscillators, describes

the effect of Niño-5 zonal wind stress anomalies in

forcing an upwelling Kelvin wave that acts to damp

eastern equatorial Pacific SST anomalies (from the

western Pacific oscillator; Weisberg and Wang 1997).

This term is assumed to be proportional to tx5(t2 d),

where d represents the delay in the propagation of the

Kelvin wave from west to east. Substitution of these

terms into Eq. (A3) yields the following equation:

h
3
5atx4 2 gtx4(t2h)1btx5(t2 d) , (A4)

which can then be substituted into Eq. (A1) to yield the

UO equation for the Niño-3 SST anomaly tendency,

namely,

dT
3

dt
5 atx4 2 b

1
tx4(t2h)1 b

2
tx5(t2 d) , (A5)

where

a5R1aK
E
, b

1
5 gK

E
, b

2
5bK

E
. (A6)

W01 further added a cubic damping term to Eq. (A5),

«T3
3 , to limit growth.

To derive the UO equation for the Niño-6* (88–168N,

1508–1708E) thermocline depth anomaly tendency, Eq.

(3), W01 starts from the vorticity equation describing

the generation of off-equatorial Rossby waves:

›h
6

›t
2 c

r

›h
6

›x
1Rh5=3

�
t

r
0
f

�
, (A7)

where f is the Coriolis parameter, cr is the long Rossby

wave speed, and R is a damping term. W01 argues that

it takes time (e.g., l months) for the off-equatorial

Rossby waves to propagate west from the forcing re-

gion in the central-eastern equatorial Pacific and hence

introduces a delay term into Eq. (A7) to obtain the UO

Eq. (3), namely,

dh
6

dt
52ctx4(t2 l)2R

h
h
6
, (A8)

where the thermocline depth anomalies are averaged in

the Niño-6* region and the zonal wind stress term is

averaged in the Niño-4* region.

Finally, W01 derives the UO equations for the

Niño-4* and Niño-5 zonal wind stress anomalies from a

reduced-gravity atmospheric model, for example,

›U

›t
2ByV52

›P

›x
2GU , (A9)
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ByU52
›P

›y
, (A10)

›P

›t
1 c2a

�
›U

›x
1

›V

›y

�
52Q2GP , (A11)

where U and V are the zonal and meridional wind

anomalies, P is the atmospheric pressure anomaly, ca is

the atmospheric Kelvin wave speed, and G is an atmo-

spheric damping term. This system is combined into

one-third-order partial differential equation, and then,

averaging from the eastern to the central equatorial

Pacific and assuming that Q is proportional to T3, the

UO Eqs. (4) and (5) are directly obtained:

dtx4
dt

5 eT
3
2R

tx
4

tx4 , (A12)

dtx5
dt

5 kh
6
2R

tx
5

tx5 . (A13)
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