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ABSTRACT

The authors present results for simulated climate and climate change from a newly developed high-

resolution global climate model [Geophysical Fluid Dynamics Laboratory Climate Model version 2.5 (GFDL

CM2.5)]. The GFDL CM2.5 has an atmospheric resolution of approximately 50 km in the horizontal, with 32

vertical levels. The horizontal resolution in the ocean ranges from 28 km in the tropics to 8 km at high

latitudes, with 50 vertical levels. This resolution allows the explicit simulation of some mesoscale eddies in the

ocean, particularly at lower latitudes.

Analyses are presented based on the output of a 280-yr control simulation; also presented are results based

on a 140-yr simulation in which atmospheric CO2 increases at 1% yr21 until doubling after 70 yr.

Results are compared to GFDL CM2.1, which has somewhat similar physics but a coarser resolution. The

simulated climate in CM2.5 shows marked improvement over many regions, especially the tropics, including

a reduction in the double ITCZ and an improved simulation of ENSO. Regional precipitation features

are much improved. The Indian monsoon and Amazonian rainfall are also substantially more realistic in

CM2.5.

The response of CM2.5 to a doubling of atmospheric CO2 has many features in common with CM2.1, with

some notable differences. For example, rainfall changes over the Mediterranean appear to be tightly linked to

topography in CM2.5, in contrast to CM2.1 where the response is more spatially homogeneous. In addition, in

CM2.5 the near-surface ocean warms substantially in the high latitudes of the Southern Ocean, in contrast to

simulations using CM2.1.

1. Introduction

Climate models are the primary tools for making pre-

dictions about the future state of the climate system. It is

an important goal of climate science to continually im-

prove these models to increase our confidence in the

* Retired.

Corresponding author address: Thomas L. Delworth, NOAA/

GFDL, P.O. Box 308, Princeton University, Princeton, NJ 08542.

E-mail: tom.delworth@noaa.gov

15 APRIL 2012 D E L W O R T H E T A L . 2755

DOI: 10.1175/JCLI-D-11-00316.1



prediction of future climate states. The fidelity and util-

ity of climate models are limited in several key respects,

including (i) incomplete knowledge of the physical, chem-

ical and biological processes that govern the behavior of

the climate system, and (ii) constraints on computational

resources that limit the ability both to simulate small-

scale processes (such as atmospheric convection and

clouds) and to simulate climate on regional spatial scales.

This latter limitation is especially troublesome, since of-

tentimes it is on these smaller spatial scales that climate

change information is most needed.

Here we present simulated climate and climate change

from a newly developed climate model of much finer res-

olution than previous climate models used at the National

Oceanic and Atmospheric Administration’s (NOAA)

Geophysical Fluid Dynamics Laboratory (GFDL). The

improved representation of some smaller-scale processes

in the climate system appears to substantially improve

the simulation of many key aspects of climate, and is

thus an important advance. The present work builds

on, and is complementary to, efforts at other institutions

to build high-resolution coupled models. For example,

Shaffrey et al. (2009) present results from a Hadley

Centre model in which the ocean has a 1/38 horizontal

resolution and the atmosphere has a horizontal resolu-

tion of approximately 18. Their results show significant

improvements in simulating many aspects of the climate

system. Similarly, Gent et al. (2010) show improvements

in the mean state from a version of the National Center

for Atmospheric Research (NCAR) Community Climate

System Model (CCSM) with an atmospheric resolution

of 0.58. In particular, regional precipitation patterns and

their associated river outflows are more realistic than in

a coarser-resolution version. Bryan et al. (2010) demon-

strate that the nature of air–sea coupling can be very dif-

ferent at high horizontal resolutions. McClean et al. (2011)

show the explicit simulation of tropical cyclones in a high-

resolution global coupled model, and the changing

character of Agulhas eddies. Kirtman et al. (2011, man-

uscript submitted to Climate Dyn.) use a high-resolution

version of the NCAR CCSM to assess the impact of ocean

eddies on the mean state, variability, and nature of ocean–

atmosphere interactions. Sakamato et al. (2011, manu-

script submitted to J. Meteor. Soc. Japan) also show

improvements with a high-resolution coupled model,

especially for orographic effects and coastal upwelling.

2. Model formulation

The model development documented in this paper

started from the GFDL Climate Model version 2.1 (CM2.1;

Delworth et al. 2006, hereafter referred to as D06) that was

widely used and analyzed as part of the Intergovernmental

Panel on Climate Change (IPCC) Fourth Assessment

Report (AR4). This model is still widely used, and out-

put from a large set of experiments is freely available

(see http://nomads.gfdl.noaa.gov/CM2.X/). The aim of

the current effort is to assess how simulations of climate

variability and change are altered when the model hori-

zontal resolution is substantially refined, and physical

and numerical formulations consistent with that reso-

lution are employed. This grid refinement permits both

simulation of phenomena on smaller spatial scales, and

improved representation of physical processes in the

climate system that operate on smaller spatial scales. We

refer to this new higher-resolution model as GFDL

CM2.5v1 (where ‘‘v1’’ denotes that this is version 1 of this

model; we will refer to this model as simply CM2.5 in the

remainder of this paper, with the v1 implicit).

One goal of this model development was to construct

a model that had very different characteristics than our

previous models, and was effectively in a new part of the

‘‘parameter space’’ of global coupled climate models.

For the ocean component of the coupled model we made

a conscious decision to build a model that had no explicit

lateral diffusion, used viscosity that was as small as nu-

merically possible, and used a highly accurate formula-

tion for advection (see below) that minimizes numerical

diffusion. The combination of these factors allows the

model to simulate very energetic oceanic flows, including

intense boundary currents. We also chose not to use a

parameterization of the effects of oceanic mesoscale

eddies in this first version of CM2.5, but rather to allow

the model to try to simulate eddies explicitly. Although

the grid resolution of CM2.5 (discussed below) is insuf-

ficient to fully resolve oceanic eddies, especially at higher

latitudes, we chose this model development pathway to

facilitate an assessment of the role of oceanic eddies in

the climate system, and to minimize parameterized pro-

cesses. As shown below, the comparison of our models,

CM2.5 and CM2.6, can shed light on the role of ocean

eddies, and will be the subject of future work (CM2.6

will be described briefly in section 2f below).

a. Atmospheric component

The atmospheric component of CM2.5 is derived from

the atmospheric component of GFDL CM2.1 (Delworth

et al. 2006). The horizontal resolution has been refined

from roughly 200 km in CM2.1 to approximately 50 km

in CM2.5. The atmospheric component is formulated on

a ‘‘cubed-sphere’’ grid (Lin 2004; Putman and Lin 2007),

in which the spherical atmosphere is represented on six

sides of a cube. This formulation avoids the numerical

problem of the convergence of meridians at the poles

and associated filtering, and allows grid boxes of roughly

equal area over the globe.

2756 J O U R N A L O F C L I M A T E VOLUME 25



The parameterized atmospheric physics are nearly

identical to those described in GFDL Global Atmospheric

Model Development Team (2004) and D06, with the

exception of some tuning of cloud parameters to achieve

a radiative balance at the finer spatial resolution. In ad-

dition, there are 32 levels in the vertical, as opposed to the

24 levels used in CM2.1. The extra levels are mainly con-

centrated in the upper troposphere and lower stratosphere.

b. Oceanic component

The ocean model is substantially different from that

used in CM2.1, previously described in D06, Griffies

et al. (2005), and Gnanadesikan et al. (2006). The ocean

grid in CM2.5 is considerably finer, with horizontal

spacing varying from 28 km at the equator to 8–11 km

at high latitudes, in contrast to the spacing of approxi-

mately 100 km used in CM2.1. In addition, the grid boxes

maintain an aspect ratio close to 1, in contrast to CM2.1

where the aspect ratio can exceed 2 at high latitudes

because of the convergence of the meridians. Both CM2.5

and CM2.1 use a ‘‘tri-polar’’ grid (Murray 1996), in which

there are displaced poles located over northern Canada

and Russia to avoid a singularity at the North Pole. The

ocean component for both CM2.1 and CM2.5 uses 50

levels in the vertical.

In addition to finer resolution than in CM2.1, the

following are characteristics of the ocean component of

CM2.5:

d CM2.5 does not use a parameterization for the effects

of mesoscale eddies [in contrast to CM2.1, which uses

a parameterization as described in Griffies et al. (2005)

and Gnanadesikan et al. (2006)].
d CM2.5 uses a parameterization for the effects of sub-

mesoscale, mixed layer eddies (Fox-Kemper et al.

2011).
d CM2.5 uses a third-order finite volume advection

scheme—the piecewise parabolic method (PPM). PPM

reconstructs the subgrid-scale variation of scalar fields

using piecewise polynomials that are bounded and

limited to be monotonic. High-order interpolation of

edge values increases the effective accuracy for the

small Courant–Friedrichs–Lewy number. PPM is widely

used and the use of PPM here is motivated by the need

to significantly improve ocean climate models, which

require advection to be conservative, monotonic, and

highly accurate (Colella and Woodward 1984; Huynh

1996). This scheme is more accurate and less dissipative

than that used in CM2.1.
d There is no explicit lateral diffusion in CM2.5, and

there is no prescribed background vertical diffusion.
d Vertical mixing in CM2.5 is determined by the

K-profile parameterization (KPP) scheme from Large

et al. (1994), in addition to the coastal tide mixing

scheme of Lee et al. (2006). CM2.5 also employs the

internal tide mixing scheme of Simmons et al. (2004).
d CM2.5 uses the Modular Ocean Model version 4.1

(MOM4.1) code (Griffies 2010) and a z* vertical

coordinate (see the appendix of Griffies et al. 2011).
d CM2.5 uses very low viscosity with the Smagorinsky

biharmonic formulation (Griffies and Hallberg 2000)

and a prescribed background viscosity that is en-

hanced next to western boundaries.
d All straits connecting bodies of water (such as the

Atlantic and the Mediterranean) have explicit flow,

rather than the parameterized exchange used in CM2.1.

The sum of these changes creates an ocean component

in CM2.5 that is far more energetic than the ocean com-

ponent of CM2.1. The higher-order advection scheme,

finer horizontal resolution, and lack of explicit diffusion

mean that sharp gradients in both the horizontal and

vertical are maintained, such as associated with boundary

currents and the thermocline (shown below).

c. Land component

The land model in CM2.5 is called LM3 (P. C. D. Milly

et al. 2011, unpublished manuscript) and represents a

major change over the land model used in CM2.1. LM3

is a new model for land water, energy, and carbon bal-

ance. In comparison to its predecessor [the Land Dy-

namics (LaD) model (Milly and Shmakin 2002)], LM3

includes a multilayer model of snowpack above the soil;

a continuous vertical representation of soil water that

spans both the unsaturated and saturated zones; a fro-

zen soil–water phase; a parameterization of water-

table height, saturated-area fraction, and groundwater

discharge to streams derived from standard groundwater-

hydraulic assumptions and surface topographic informa-

tion; finite-velocity horizontal transport of runoff via rivers

to the ocean; lakes, lake ice, and lake-ice snow packs that

exchange mass and energy with both the atmosphere and

the rivers; and consistent, energy-conserving account-

ing of the sensible heat content of water in all its phases.

In stand-alone numerical experiments with observation-

based atmospheric forcing, LM3 preserves the generally

realistic water-balance partitioning of the LaD model,

ameliorates some of the deficiencies of the LaD model

previously identified, and provides qualitatively realistic

estimates of physical variables that are not tracked by the

LaD model.

d. Sea ice component

The sea ice component used in CM2.5 is almost

identical to that used in CM2.1, called the GFDL Sea Ice

Simulator (SIS). SIS is a dynamical model with three
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vertical layers, one snow and two ice, and five ice-

thickness categories. The elastic–viscous–plastic tech-

nique (Hunke and Dukowicz 1997) is used to calculate

ice internal stresses, and the thermodynamics is a modi-

fied Semtner three-layer scheme (Winton 2000). Details

of the model formulation and configuration are given in

appendix 1 of D06. The only difference from the sea ice

model used in CM2.1 is that the albedos are higher than in

CM2.1, and are closer to the central value of observa-

tional estimates from Perovich et al. (2002). Specifically,

the maximum albedo of snow on sea ice increased from

0.80 in CM2.1 to 0.85 in CM2.5, and the maximum albedo

of sea ice increased from 0.58 in CM2.1 to 0.68 in CM2.5.

The details of the flow of ice from continental regions

into the ocean, including ice shelves and their interaction

with the ocean, are beyond the scope of this model.

Therefore, CM2.5 incorporates a recently developed

parameterization of the effects of icebergs on the cou-

pled climate system (Martin and Adcroft 2010), in which

the movement of snow from the continent into the ocean

causes the formation of a statistical distribution of ice-

bergs. These icebergs move away from the coasts, driven

by winds and currents, and eventually melt and deposit

their freshwater into the ocean while maintaining a global

hydrologic balance. Further details are in Martin and

Adcroft (2010).

Even with this iceberg parameterization, one of the

model shortcomings is that at this resolution some of

the complexity of the coastal regions of Antarctica and

Greenland is captured, but the model is not able to fully

represent all of the relevant processes. For example, sea

ice forms in some of the small semi-enclosed bays on the

Antarctic and Greenland coasts. However, the narrow-

ness of the passageways connecting these bays to the open

ocean inhibits the movement of this ice to the open ocean

where it could melt. The ice in some of these inlets can be

effectively trapped, and continues to grow as more ice is

formed. This trapping can result in the localized growth of

sea ice to hundreds of meters in a few such isolated bays;

this unrealistic growth reflects model limitations.

e. Coupling characteristics and model time steps

The model ocean and atmosphere exchange fluxes

once every hour, and are thus able to represent a diurnal

cycle in coupling characteristics. In addition, the surface

current speeds are taken into account when computing

wind stresses on the ocean (Pacanowski 1987). The time

step is 20 min for most atmospheric physics, but is 3 h

for radiation. The ocean time step is 30 min.

f. Simulations

A number of simulations from both models are ex-

amined. For CM2.1 we use the following experiments:

d CM2.1_1990_Control: a 300-yr simulation with atmo-

spheric composition (greenhouse gases, aerosols) and

external forcing (solar irradiance) fixed at 1990 levels
d CM2.1_1990_Control_NO_GM: a 100-yr simulation

identical to the 1990 control for CM2.1, except that

there is no parameterization of the effects of mesoscale

eddies in the ocean

For CM2.5 we use the following experiments:

d CM2.5_1990_Control: a 280-yr simulation with atmo-

spheric composition (greenhouse gases, aerosols) and

external forcing (solar irradiance) fixed at 1990 levels
d CM2.5_2X_CO2: a 140-yr simulation that starts from

year 101 of the 1990 control simulation, but in which

atmospheric CO2 increases at a rate of 1% yr21 until

reaching double its initial value after 70 yr, and is held

fixed thereafter

When calculating the model’s response to doubled CO2,

it is common to start the doubled CO2 simulation from

a long control simulation with an 1860 atmospheric

composition; such an ‘‘1860 Control’’ simulation pro-

duces a climate that may be closer to a radiative bal-

ance, since the atmospheric composition is closer to

preindustrial conditions. However, such 1860 control

simulations can take many centuries to come into bal-

ance, and CM2.5 is very computationally expensive.

Therefore, we used our 1990 control simulation as the

starting point for the CM2.5_2X_CO2 simulation.

To make a clean comparison with CM2.1, we also

need a 2X_CO2 simulation of CM2.1 that starts from

a 1990 control simulation. This had not been done pre-

viously (the 2X_CO2 simulation with CM2.1 had been

done from an 1860 control simulation), so a new pair of

simulations was conducted. However, the computer sys-

tem had changed since the original CM2.1 simulations

were conducted, and thus we were not able to precisely

replicate the original CM2.1. In addition, several minor

code bugs had been discovered, and those had been

corrected. Therefore, for the 2X_CO2 runs with CM2.1,

we used a slightly different version of CM2.1 than what

we used for the IPCC AR4. This version of CM2.1 also

uses values of albedo over sea ice that are higher than

the original CM2.1, but identical to CM2.5. This slightly

revised version of CM2.1 can be referred to as ‘‘CM2.1v2’’.

In this paper we use output from the revised version of

CM2.1 to compare the CO2 responses of CM2.1 and

CM2.5, but use the original version of CM2.1 for com-

paring the time-mean state and most of the internal

variability between CM2.1 and CM2.5.

A comparison of the original and new versions of

CM2.1 (not shown) confirms that the climates are quite

similar. Further, we also have available a 2X_CO2 run
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with the original version of CM2.1, but starting from an

1860 control simulation; the response to increasing CO2

is broadly similar in the original and revised versions of

CM2.1, but with a slightly larger amplitude in the revised

version of CM2.1. This is likely associated with the

higher values of albedo over sea ice (see above) used in

the revised version. Since the original and revised ver-

sions of CM2.1 are broadly similar in both their control

simulations and response to CO2, we still refer to this

revised model in the text as CM2.1.

Therefore, for estimating the response of CM2.1 to

a doubling of CO2, we use the following experiments

that were conducted with the revised version of CM2.1:

d CM2.1_1990_Control: a 240-yr simulation with atmo-

spheric composition (greenhouse gases, aerosols) and

external forcing (solar irradiance) fixed at 1990 levels
d CM2.1_2X_CO2: a 140-yr simulation that starts from

year 101 of the 1990 control simulation, but in which

atmospheric CO2 increases at a rate of 1% yr21 until

reaching double its initial value after 70 yr, and is held

fixed thereafter

We will also make use of an additional prototype higher-

resolution climate model, GFDL CM2.6. This model has

the same atmosphere as CM2.5, and identical ocean physics

as CM2.5. The CM2.6 ocean component has substantially

higher horizontal resolution than CM2.5, with grid spacing

varying from 11 km at the equator to less than 4 km at very

high latitudes. As shown below, CM2.6 simulates a very

realistic distribution of ocean eddy activity. Because of the

computational expense of this model we have only per-

formed a 30-yr 1990 control simulation, but the compar-

ison with CM2.5 helps to illuminate some of the physical

factors responsible for the biases present in CM2.5, with

particular emphasis on the role of ocean eddies.

To derive the ocean initial conditions for the 1990 con-

trol integration, a 1-yr integration of the ocean compo-

nent of the coupled model (CM2.1, CM2.5, or CM2.6) is

conducted starting from observed climatological condi-

tions [taken from Steele et al. (2001), which is an exten-

sion of Antonov et al. (1998) and Boyer et al. (1998)],

with the ocean initially at rest. The ocean model is forced

with surface fluxes (Griffies et al. 2009); in addition, sur-

face temperature and salinity are restored to the Steele

et al. (2001) climatology with a 10-day restoring time

scale. The purpose of the 1-yr run is to avoid any potential

shocks that might arise from initializing the coupled

model using an ocean at rest, and to generate a large-scale

ocean circulation prior to coupling to the atmosphere.

Output from the end of that 1-yr spinup is taken as the

initial condition for the coupled run. The atmospheric

initial conditions are taken from the end of an atmosphere–

land simulation with prescribed SSTs.

3. Simulation characteristics

a. Model drift

We first examine the temporal drift of the 1990 control

simulations. Shown in Fig. 1a are the time series of the

annual mean, global mean net radiation at the top of the

atmosphere. For both models there is a rapid initial in-

crease to slightly more than 1 W m22, after which there

is a slow decline over the following centuries (positive

values indicate more radiation entering the earth’s cli-

mate system than exiting to space). This imbalance is

reflected in a long-term increase in ocean heat content.

Shown in Fig. 1b are the time series of annual mean,

global mean surface air temperature. For both models

there is an initial cooling over the first several decades,

with greater cooling in CM2.5 than CM2.1. As discussed

FIG. 1. Model results from 1990 control simulations using CM2.1

and CM2.5. (a) Time series of global mean, annual mean net ra-

diation at the top of the atmosphere. Units are W m22. Thin black

(red) lines are yearly values for CM2.1 (CM2.5) while thick black

(red) lines are smoothed with a 10-yr running mean. (b) As in (a),

but for near-surface air temperature.
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below, part of this initial cooling appears to be related to

a model bias in which heat is pumped from the near-

surface ocean layers into the interior ocean. The move-

ment of heat away from the ocean surface leads to surface

cooling, which is then amplified by cloud feedback; the

cooler surface waters increase low-level cloudiness, re-

sulting in the increased reflection of shortwave radiation

to space and further cooling. On somewhat longer time

scales there is a slow warming trend, related to the posi-

tive radiative imbalance and the overall warming of the

ocean.

Shown in Fig. 2 are the maps of SST bias, computed as

the annual mean simulated SST over years 101–200 of

the 1990 control simulations minus that observed [pos-

itive values indicate that the simulated SST is larger than

that observed; the observed data are described in Smith

et al. (2008)]. The overall pattern of bias is similar be-

tween the two models, although the global mean tem-

perature in CM2.5 is lower than in CM2.1, and this is

reflected in Fig. 2 as well. A prominent bias remains in the

simulation of the North Atlantic Current east of New-

foundland, with a large cold bias in both models, but

the larger bias in CM2.5. This is a region of very sharp

gradients in SST, so that small biases in the paths of

ocean currents can lead to large SST biases. The warm

bias in the Southern Ocean is reduced in CM2.5. One

notable improvement in CM2.5 relative to CM2.1 is the

near elimination of the positive SST biases off the west

coast of South America and the southwest coast of North

America. However, the overall root-mean-square error

(RMSE) of simulated SST is similar between the two

models (1.17 K in CM2.1 and 1.25 K in CM2.5).

Drifts in the ocean interior are shown in Fig. 3. In both

models a cold bias develops in the upper 200 m, with a

warm bias below that and a maximum warm bias around

the 500–900-m depth. The overall warming signal is con-

sistent with a positive radiative imbalance at the top of

the atmosphere, with the net heat gained in the climate

system being stored in the ocean interior. An important

difference is that both the subsurface warming and the

near-surface cooling are much larger in CM2.5 than in

CM2.1; this aspect is discussed below.

The pattern of subsurface warming has maxima in the

regions of the subtropical gyres (not shown), at depths from

500 to 900 m. This suggests that the warming drift may be

related to subduction associated with the subtropical gyres.

FIG. 2. Maps of errors in simulation of annual mean SST for (top) CM2.1 and (bottom)

CM2.5. Units are K. The errors are computed as model minus observations, where the ob-

servations are from the Reynolds SST data (provided by the NOAA Cooperative Institute for

Research in Environmental Sciences Climate Diagnostics Center; http://www.cdc.noaa.gov/).

For the models, the annual mean, time-mean over years 101–200 of the 1990 control simulations

are used. Note the nonlinear contour interval, and that there is no shading for values between

21 and 11 K. Positive values indicate the model is warmer than observations.
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A hypothesis for this drift is as follows: once the simu-

lation starts, wind-driven subduction in the subtropical

gyres deepens the thermocline, leading to the subsurface

warming; this continues until other processes are strong

enough to balance that deepening. We hypothesize that

lateral heat transport by ocean mesoscale eddies is an

important part of this balance, and that insufficient

transport by eddies allows the thermocline in the models

to deepen more than observed in nature; this leads to the

subsurface warming drift. As the subtropical gyres deepen,

the increased horizontal gradients should enhance meso-

scale eddy activity, thereby enhancing the lateral trans-

port of heat away from the gyres and inhibiting further

deepening of the gyres and the subsurface warming. We

hypothesize that in the absence of sufficient eddy heat

transport (whether through explicitly resolved eddies or a

parameterization of their effects), the thermocline in the

subtropical gyres continues to deepen, implying continued

movement of heat from the near-surface layers to the

interior thermocline; this will result in the cool bias seen in

the upper several hundred meters and the warm bias below.

The above hypothesis is consistent with the fact that

the drift is larger in CM2.5 (which does not parameterize

the effects of mesoscale eddies) than in CM2.1 (which

includes such a parameterization). We test this hypoth-

esis by conducting a simulation of CM2.1 that is identical

to the 1990 control simulation described previously, but

does not use a parameterization of mesoscale eddies.

This new experiment is called CM2.1_1990_Control_

NO_GM. The hypothesis predicts that the subsurface

drift in this new experiment should be considerably larger

than in the standard control run of CM2.1, since there are

no eddy effects to inhibit the deepening of the subtropical

gyres. Results (not shown) from this additional simula-

tion support the hypothesis with the drift in the new run

increased by almost a factor of 2. The largest increase in

subsurface warm biases is in the subtropical gyres, also

consistent with the hypothesis.

FIG. 3. Subsurface ocean temperature drift from initial conditions for (a) CM2.1 and (b)

CM2.5. The values plotted are the differences between the global mean, annual mean tem-

perature at each year minus the global mean, annual mean value at year 1. Units are K. Positive

(negative) values indicate the subsurface ocean has warmed (cooled). Note the difference in the

vertical scales above and below 1000 m.
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We can further test this hypothesis by using CM2.6,

which has the same atmosphere as CM2.5 but uses a

much finer resolution in the ocean. CM2.6 is computa-

tionally expensive to run, but we have conducted a 30-yr

simulation using the same forcings as the 1990 control

simulation of CM2.5, and using similar initial conditions

as CM2.5. The above hypothesis predicts that CM2.6

should have a much smaller subsurface drift than CM2.5,

since the much finer grid in CM2.6 will permit sub-

stantially enhanced eddy activity that should serve to

moderate the deepening of the subtropical gyres. It will

be shown later (see Fig. 14) that CM2.6 does indeed

have much larger values of eddy kinetic energy (EKE)

in the ocean, consistent with a much more vigorous me-

soscale eddy field and closely resembling observational

analyses. We show in Fig. 4 that when we have a very

active eddy field, as in CM2.6, the subsurface drift is re-

duced by a factor of 3 or more relative to that in CM2.5.

The near-surface cooling is also substantially reduced.

This result using CM2.6 provides very strong support that

the subsurface drift present in CM2.5 is largely attrib-

utable to insufficiently resolved mesoscale eddies in the

ocean, combined with the lack of any parameterized eddy

effects. This result is also a clear demonstration of the

significant role that ocean mesoscale eddies may play in

the climate system.

We note that biases in the surface winds can also

impact the rate of subduction and this can also lead to

subsurface biases. This was noted in Delworth et al.

(2006) in a comparison of two versions of CM2 with

differing atmospheric formulations and wind stress pat-

terns. In that study, CM2.1 had considerably smaller

subsurface drift in the South Pacific than CM2.0, and this

was attributed to a significantly more realistic simulation

of wind stress over the South Pacific in CM2.1 compared

to CM2.0. However, since the atmospheric circulation is

in general better in CM2.5 than CM2.1 (not shown), this

does not appear to be a leading factor in causing the

larger subsurface drift in CM2.5 relative to CM2.1.

b. Time-mean surface climate characteristics

We now wish to examine some of the time-mean sim-

ulation characteristics from the CM2.5 1990 control

simulation. As a first assessment, we use near-surface air

temperature and precipitation as simulated by the model

to construct maps of Koppen climate classifications for

both CM2.1 and CM2.5, and compare those to obser-

vations (see, e.g., Kottek et al. 2006; Gnanadesikan and

Stouffer 2006). The Koppen climate classification sys-

tem uses the seasonal cycles of temperature and rainfall

at a continental location to characterize that location as

belonging to one of a set of previously defined climatic

FIG. 4. Subsurface ocean temperature drift from initial conditions for (a) CM2.5 and (b)

CM2.6. The values plotted are the differences between the global mean, annual mean tem-

perature at each year minus the annual mean value at year 1. Positive (negative) values indicate

the subsurface ocean has warmed (cooled). Units are K.
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types. These include classifications such as tropical rain

forest, savanna, desert, and polar. We calculate the per-

centage of continental areas in which the simulated Kop-

pen climate classification type is different than observed.

For CM2.1 this number is 23%, whereas for CM2.5 this

number is 17%, a reduction in relative error of 26%.

While there are widespread improvements, the largest

improvements come from South America, where CM2.5

simulates substantially more rainfall over the Amazon

basin. This demonstrates the substantial improvement

of mean continental climate in terms of the seasonal cycles

of temperature and precipitation for CM2.5 versus CM2.1.

We next examine precipitation as simulated over sev-

eral continental regions. Shown in Fig. 5 is annual mean

precipitation over North America from CM2.1, CM2.5,

and a land-only observational dataset (Legates and

Willmott 1990; updated data available at http://climate.

geog.udel.edu/;climate/html_pages/precip_clim.html).

There is a marked improvement in CM2.5 relative to

CM2.1. Much of this improvement is likely attributable

to the refined representation of orography in CM2.5,

particularly over the western United States. For example,

the precipitation maximum associated with the Sierra

Nevada becomes apparent in CM2.5. However, there is

generally too much rainfall over the western United

States in CM2.5 compared to observations. The observed

structure of the east–west gradient of precipitation over

the Midwest is also more apparent in CM2.5, although

the gradient is not as sharp as in the observations.

Shown in Fig. 6 is annual mean precipitation over

Europe from observations (Legates and Willmott 1990),

CM2.1, and CM2.5. Similar to North America, there is

a significant improvement in precipitation in CM2.5

relative to CM2.1, likely associated with refined orogra-

phy. For example, the structure of simulated precipitation

over the United Kingdom is much improved in CM2.5

relative to CM2.1, with local maxima along the west coasts

of Scotland and Ireland as in the observations. Similar

improvements are clear over many other regions, in-

cluding the coast of Norway and the Iberian Peninsula.

Shown in Fig. 7 is precipitation over India and the

surrounding regions for the months of June–September

(the monsoon season). We show results from two obser-

vational datasets [the satellite-based Tropical Rainfall

Measuring Mission (TRMM) dataset and a station-based

dataset] to provide a perspective on observational un-

certainty in precipitation estimates in this region. CM2.5

shows notable improvement in simulated precipitation

relative to CM2.1, a model which was found to have

realistic simulations of South Asian monsoonal climate

relative to the IPCC AR4 models (e.g., Annamalai et al.

2007; Rajeevan and Nanjundiah 2009). In particular, the

two separate maxima in precipitation (one in the Western

Ghats along the west coast, the other in the Gangetic

Plain to the northeast) are captured realistically, as is the

arid region in southern India and just off the southeast

coast, although not as intense as observed. The structure

of the rainfall maximum over the Bay of Bengal is im-

proved, with more rainfall in the eastern portion of the

bay, but the amount is still substantially less than ob-

served. These results suggest that going to even finer

resolution could yield further improvements.

Zonally averaged rainfall over the eastern tropical

Pacific is shown in Fig. 8. The tendency for a double

intertropical convergence zone (ITCZ) in CM2.1 is re-

duced in CM2.5, and the position of the rainfall maxi-

mum to the north of the equator is in better agreement

FIG. 5. Annual mean precipitation over land areas (mm day21)

for (a) CM2.1, (b) CM2.5 and (c) observed data from University of

Delaware (Legates and Willmott 1990; updated data available at

http://climate.geog.udel.edu/;climate/html_pages/precip_clim.html).

For model output, annual means from years 101–200 of the 1990

control simulations are used. Note the nonlinear contour scale.
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with observations. These improvements are also visible

in Fig. 9, which shows maps of simulated and observed

tropical rainfall. Rainfall in the eastern Pacific is re-

duced south of the equator in CM2.5, bringing CM2.5 in

closer agreement with observations. There is an overall

tendency for rainfall over the oceans to be more intense

than observed. Rainfall over the Amazon improves sig-

nificantly in CM2.5 relative to CM2.1, although it is still

smaller than observed, and the rainfall maximum does

not extend into southeastern Brazil as observed. The

improved land model employed in CM2.5 may have

helped in the simulation of Amazonian rainfall. The

simulated South Pacific convergence zone is still more

zonal in character than in the observations.

A factor contributing to the overall improvement of

tropical precipitation, especially in the eastern Pacific,

appears to be an improved representation of the Andes

Mountains in South America and regional wind stress

patterns, as well as small-scale oceanic features, including

upwelling off the west coast of South America. Shown in

Fig. 10 are maps of SST and the vertical structure of

ocean temperature in this region from CM2.1, CM2.5,

and an observational dataset (Antonov et al. 1998). It is

clear that the coarse-resolution model (CM2.1) does not

simulate the cool ocean temperature adjacent to the coast

of South America between 58 and 208S, whereas CM2.5

appears to capture this feature and bears a closer re-

semblance to the observations (cf. Figs. 10a–c). The

cross sections of ocean temperature (Figs. 10d–f) dem-

onstrate that relatively cool subsurface waters reach the

surface in the observations and CM2.5, but not in CM2.1.

There is a warm layer of near-surface water in CM2.1

close to the coast. These results suggest (and additional

analyses, not shown, confirm) that coastal upwelling in

CM2.5 is more vigorous, bringing cooler subsurface wa-

ters to the surface, resulting in the cool surface waters

near the coast (see also Gent et al. 2010). This process

appears to have a larger-scale influence, as the cool sur-

face waters move northwestward with the mean surface

currents, thereby cooling the surface water to the south

of the equator in the eastern tropical Pacific. This dis-

tribution of SST tends to favor a single ITCZ north of

the equator, instead of the double ITCZ seen in CM2.1

where there is also warm water south of the equator. These

improvements in the representation of small-scale pro-

cesses then have influence on a much larger scale. It is

clear that CM2.5 still has a double ITCZ, but it is im-

proved relative to CM2.1. Additional experiments that

changed atmospheric or oceanic resolution separately

suggest that changes in both the atmosphere and ocean

resolution contributed to the improved SST and ITCZ

simulations. It should be noted that similar improvements

in the SST field do not occur in the eastern tropical At-

lantic, where positive SST biases still dominate in CM2.5.

c. Atmospheric temperature and circulation

The atmospheric component of CM2.5 has consider-

ably finer resolution than CM2.1 (;50 km in CM2.5

versus 200 ; 280 km in CM2.1). We might expect this to

lead to improvements in atmospheric circulation and

temperature, and we briefly examine these changes here.

Shown in Fig. 11 are the annual mean, zonal mean tem-

peratures from the National Centers for Environmental

Prediction (NCEP)–NCAR reanalysis (Kalnay et al.

1996) and from the CM2.1 and CM2.5 simulations. The

simulation of atmospheric temperature is considerably

improved in CM2.5 versus CM2.1 by this measure. To

quantify this we calculate the root-mean-square differ-

ence between the NCEP–NCAR reanalysis values and

the CM2.1 and CM2.5 simulations. By this metric, the

difference from the reanalysis is reduced by 37% going

from CM2.1 to CM2.5. The broad region of negative

FIG. 6. Annual mean precipitation (mm day21) for (a) CM2.1, (b) CM2.5, and (c) observed data (Legates and Willmott 1990). For model

output, time-mean, annual mean data from years 101–200 of the 1990 control simulations are used.
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temperature anomalies in the upper troposphere in CM2.1

is considerably reduced in CM2.5. The positive tempera-

ture anomalies in the stratosphere in CM2.1 are also

considerably reduced in CM2.5.

To examine the simulated stationary wave pattern,

maps of the departures from the zonal mean of the 500-mb

geopotential height field for NH winter [December–

February (DJF)] were constructed and are shown in

Fig. 12. By this metric, one of the largest atmospheric

circulation deficiencies in CM2.1 is that the trough over

northeastern North America in CM2.1 is much weaker

than observed, leading to a zonal bias in the time-mean

flow in that region. The simulation of this feature is con-

siderably improved in CM2.5. More broadly, the pattern

correlation between the CM2.1 stationary wave pattern

and the NCEP–NCAR reanalysis is 0.90, and this improves

to 0.97 in CM2.5. As an additional measure, the root-

mean-square of the differences between CM2.5 and the

NCEP reanalysis is 33% smaller than between CM2.1

and the NCEP reanalysis. These statistical measures

quantify the visual impression of the improvements, and

serve as one measure of the improved atmospheric cir-

culation in CM2.5 relative to CM2.1. Future analyses will

examine in more detail the changes in atmospheric sim-

ulations between CM2.1 and CM2.5, including storm

tracks and other variability characteristics.

d. Large-scale ocean circulation characteristics

The ocean circulation is far more energetic in CM2.5

than in CM2.1. Shown in Fig. 13 are maps of the time-

mean ocean surface velocities in CM2.1 and CM2.5 for

parts of the North Atlantic. The finer resolution, lower

FIG. 7. Precipitation averaged over the months of June–September (mm day21) for (a) CM2.1, (b) CM2.5, (c)

observed data over land areas from University of Delaware (Legates and Willmott 1990), and (d) observed data from

TRMM satellite mission (TRMM-PR product 3A12: monthly 0.58 3 0.58 mean 2A12, profile, and surface rainfall

downloaded from the National Aeronautics and Space Administration Mirador data server at http://mirador.

gsfc.nasa.gov/). For model output, time-mean data from years 101–200 of the 1990 control simulations are used.
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viscosity, higher-order advection scheme, and lack of

explicit lateral diffusion used in CM2.5 permit the model

to simulate much higher velocities, especially in the vi-

cinity of the boundary currents. For example, the largest

annual mean northward current speed off the east

coast of Florida is 1.42 m s21 in CM2.5, compared to

0.37 m s21 in CM2.1. The boundary currents also have

much tighter and less diffusive structures. Compare, for

example, the boundary flows around the periphery of

the Labrador Sea in both models. Consistent with the

tighter boundary currents are larger gradients of SST in

CM2.5 than in CM2.1 (not shown), especially in the re-

gion of boundary currents such as the Gulf Stream and

Kuroshio. Consistent with this (Minobe et al. 2008) and

the finer atmospheric resolution, horizontal gradients of

precipitation are also considerably increased in the vi-

cinity of sharp SST gradients (not shown).

Shown in Fig. 14 are maps of the eddy kinetic energy

in the models and derived from satellite observations.

The map of EKE in observations (Fig. 14a) shows a rich

structure, with large EKE in boundary currents and

some interior regions. The coarse resolution of CM2.1

does not permit the formation of eddies, with the ex-

ception of the deep tropics, and the EKE amplitude in

CM2.1 is thus very small (Fig. 14b). The EKE field is

more realistic in CM2.5 (Fig. 14c) than in CM2.1, as to

be expected from the finer resolution and lower viscos-

ity. The magnitude of the EKE in CM2.5 is still, how-

ever, somewhat below that observed, suggesting that

still finer ocean resolution is needed to fully capture

eddy kinetic energy. This point is confirmed when ex-

amining EKE in CM2.6 (Fig. 14d), which is in excellent

agreement with observational estimates.

The comparison of Figs. 14c,d shows that the resolu-

tion of CM2.5 is not adequate to fully resolve the effects

of oceanic eddies in the climate system. While we have

explored versions of CM2.5 that attempt to parameter-

ize these effects, the current version of CM2.5 does not

use such a parameterization. Our approach has been to

use a comparison of CM2.5 and CM2.6 to explicitly eval-

uate the impact of oceanic mesoscale eddies, since CM2.6

successfully resolves these features and only differs from

FIG. 8. Annual mean precipitation (mm day21). The thin red and

blue lines show the distribution of the five separate 20-yr mean

precipitation values over the period of years 101–200, while the

thick red and blue lines show the 100-yr mean values. The clus-

tering of the 20-yr means around the 100-yr means suggests the

differences between CM2.1 and CM2.5 are robust. The Climate

Prediction Center Merged Analysis of Precipitation (CMAP) data

are described in Adler et al. (2003), and the Global Precipitation

Climatology Project data are described in Xie and Arkin (1997).

FIG. 9. Annual mean precipitation (mm day21). (left) Observational estimates with (top) CMAP and (bottom)

GPCP. (right) Simulated precipitation with (top) CM2.5 and (bottom) CM2.1. Note that the CM2.5 results are

plotted on a grid that is much coarser than its native model grid, but similar to that for CM2.1 and the observations.
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CM2.5 in terms of oceanic resolution. Future work with

CM2.5 will further explore the incorporation of a pa-

rameterization of ocean mesoscale eddies.

The structure of the time-mean Atlantic meridional

overturning circulation (AMOC) is shown in Fig. 15 for

CM2.1 and CM2.5 (the definition of this field is described

in the figure caption). The overall transport is reduced in

CM2.5 relative to CM2.1. At 26.58N, the AMOC in

CM2.5 is 14.4 Sverdrups (Sv; 1 Sv 5 106 m3 s21) versus

18.1 Sv in CM2.1; the most recent observational estimate

of the AMOC at 26.58N is 18.5 Sv (Johns et al. 2011;

Kanzow et al. 2010). The total poleward oceanic heat

transport in the North Atlantic in CM2.5 peaks at about

1015 watts (1 PW), similar to CM2.1, but less than recent

observational estimates of 1.3 PW (Johns et al. 2011).

We speculate that insufficiently resolved overflows of

dense water through the Denmark Strait and Faroe

channels may contribute to this somewhat weak North

Atlantic heat transport. In a separate sensitivity test

using CM2.5 with deepened topography downstream of

the Denmark straits (see Zhang et al. 2011 for details),

the outflow of dense water from the Nordic Seas was

significantly enhanced, resulting in a deepening of the

AMOC by about 1000 m. There was also an increase in

the total oceanic heat transport in the North Atlantic

from 0.96 to 1.13 PW at 26.58N, and the AMOC at 26.58N

increased from 15 to 18 Sv. However, these results were

based on 5-yr means from a short sensitivity test, and they

need to be confirmed with additional sensitivity tests.

They do suggest, however, that deficiencies in the rep-

resentation of overflows may contribute to this bias. This

issue is discussed further in section 4c below.

In the Southern Hemisphere, the Antarctic Circum-

polar Current (ACC) is a major feature of the oceanic

circulation in high latitudes. One measure of this flow,

defined as the total zonal oceanic volume transport

FIG. 10. SST (8C) from the control (a) CM2.1 and (b) CM2.5 calculated as annual mean over years 101–200. (c)

Observed SST (Antonov et al. 1998). Cross section of annual mean temperature averaged over years 101–200, and

averaged over latitudes 58–208S: data from control (d) CM2.1 , (e) CM2.5, and (f) observations (Antonov et al. 1998).

The y axis is depth in m.
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through 828W between Antarctica and South America,

from the surface to the bottom of the ocean has a time-

mean value of 116 Sv in the CM2.5 control simulation.

This is somewhat smaller than the value of 130–140 Sv

found in CM2.1 (see Fig. 9 of D06), and smaller than

observational estimates of 135 Sv (Cunningham et al.

2003), although the uncertainty associated with the ob-

servational estimates can be significant. After an initial

weakening in the control simulation, the circulation is

fairly steady, with modest variability (not shown).

e. Sea ice

There is a change in the simulation of annual mean sea

ice thickness between CM2.1 and CM2.5, as shown in

Figs. 16a,b. In the Arctic, the sea ice in CM2.5 is sub-

stantially thicker than in CM2.1, with maximum sea ice

values near the Canadian and Greenland coasts. The in-

crease in albedo between CM2.1 and CM2.5 (see section

2d) is a substantial contributor to the thicker (and more

realistic) sea ice in CM2.5. Improved atmospheric cir-

culation (not shown) also helps to create the drift stream

of sea ice from Siberia to the Canadian archipelago. This

feature is more diffuse in CM2.1. A similar improve-

ment in sea ice relative to CM2.1 is also seen in GFDL

CM3 (Griffies et al. 2011).

There is also an increase in sea ice thickness in the

Southern Hemisphere (Figs. 16c,d), with very large

values in small-scale bays and inlets (these are also seen

in the Northern Hemisphere). As mentioned briefly in

section 2d, the fine resolution allows the model to in-

clude many small bays and inlets. In such regions, the

flow of snow and ice into the ocean is a complex process,

including such factors as ice shelves and grounded ice

sheets. The model is not able to satisfactorily represent

such small-scale processes. One of the consequences is

that sea ice can be formed in such restricted areas as

snow builds up in continental regions and ‘‘runs off’’

(calves) into the small bays and inlets. However, the rate

FIG. 11. (a) Zonal mean, annual mean air temperature (8C) from the NCEP–NCAR rean-

alysis averaged over the period 1958–97, plotted as a function of height. Zonal mean, annual

mean air temperature from (b) CM2.5 and (c) CM2.1 minus the NCEP–NCAR reanalysis

values. CM2.5 temperatures are the time mean from years 101–200 of the 1990 control simu-

lation. Positive values indicate the model is warmer than the observations.
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at which this new ice forms is sometimes greater than the

rate at which the model is able to move such ice into the

open ocean where it can melt. As a result, ice can grow

unrealistically thick in such regions (to hundreds of me-

ters). This points to a need for improved representation

of such coastal ice processes in future high-resolution

models. The problem is much less severe at coarser res-

olutions where the connection of coastal regions to the

open ocean is less restricted.

f. ENSO

Previous work has described the tropical climate and

ENSO in CM2.1 (Wittenberg et al. 2006; Wittenberg

2009; Kug et al. 2010). Here we focus on how CM2.5’s

tropical variability and ENSO compare with observa-

tions and CM2.1.

The spatial patterns of tropical interannual SST vari-

ability are shown in Fig. 17 [observations from Smith

et al. (2008); model diagnostics of ENSO-related var-

iability in Figs. 17–19 use the full length of the exper-

iments]. CM2.1_1990 exhibits strong equatorial Pacific

variability (ENSO), stronger than that observed in recent

decades. Both CM2.1_1990 and CM2.5_1990 place the

center of Pacific sea surface temperature anomaly (SSTA)

variability west of the observed pattern, with too little

variability along the coast of Peru; both are common

biases among coupled general circulation models (CGCMs;

Guilyardi et al. 2009). However, CM2.5 agrees more

FIG. 12. (a) Geopotential height (m) at 500 hPa for DJF after removing the zonal mean. This

represents the stationary eddy field. Data are from the NCEP–NCAR reanalysis, averaged

over the period 1958–97. (b),(c) Same as (a) using output from CM2.5 and CM2.1, respectively,

over years 101–200 of the 1990 control simulation. The pattern correlation between the CM2.1

results and the NCEP–NCAR reanalysis is 0.90; this value increases to 0.97 for the correlation

between the CM2.5 results and the NCEP–NCAR reanalysis.
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closely with observations than CM2.1, with a weaker

Pacific ENSO (especially west of the date line) and

weaker interannual variability of Indian Ocean SSTs.

Within the tropics, only the Atlantic shows stronger in-

terannual SSTA fluctuations in CM2.5 than in CM2.1.

With CO2 doubling, both models show a slight increase in

tropical interannual SST variability (not shown).

Figure 18 shows time-mean spectra of Niño-3 SSTs for

the models and observations. All three time series exhibit

interdecadal modulation of the ENSO amplitude and pe-

riod, producing a broad spectrum in the interannual band.

The interdecadal modulation of ENSO poses challenges

for evaluating models using short observational records,

and for assessing the future of ENSO (Wittenberg 2009;

Vecchi and Wittenberg 2010; Collins et al. 2010). Yet it is

clear that the CM2.1 spectrum is stronger than observed at

semiannual and interannual time scales—a difference de-

tectable even with time series as short as 20 yr. In com-

parison with CM2.1, the CM2.5 spectral power is generally

weaker and more consistent with observations, except at

periods near 2–2.5 yr where the CM2.5 spectrum peaks.

The seasonal cycle of tropical SST has weakened

slightly in CM2.5 relative to CM2.1, which represents an

improvement relative to observations. The largest at-

tenuation is near the coast of Peru, where both the SST

and southeasterly wind seasonal cycles have weakened

in CM2.5 (not shown). The cause may be CM2.5’s weaker

upper-ocean thermal stratification near South America,

as seasonal wind anomalies and their associated upwell-

ing (linked to the seasonal migration of the ITCZs) tap

into a weaker subsurface contrast and thereby generate

weaker seasonal SST changes. The reduced seasonally

alternating ITCZ in CM2.5’s eastern tropical Pacific, and

associated reductions in the semiannual cycle of equato-

rial wind speed and evaporation, have also weakened the

semiannual cycle of Niño-3 SST, again bringing CM2.5

more in line with observations.

In observations, the Niño-3.4 SSTA warm events gen-

erally peak in October–December and the cold events

peak in October–January. As discussed in Wittenberg

et al. (2006), CM2.1 warm and cold events exhibit less

seasonal phase locking than observed; they can peak any

FIG. 13. Annual mean surface current speed (m s21). Gulf Stream region for (a) CM2.1 and (b) CM2.5. Labrador

Sea region for (c) CM2.1 and (d) CM2.5. All values plotted are annual mean averages over the period of years

101–200 of the 1990 control runs.
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time of year, with Niño-3.4 warm events peaking slightly

more often between October and February. Additional

analyses (not shown) indicate that the Niño-3.4 phase

locking is somewhat improved in CM2.5, with an en-

hanced tendency for warm events to peak in December

and for cold events to peak in December–January; how-

ever, the locking remains weaker and later than observed.

In the Niño-3 region, which sits slightly farther east, the

event histogram in CM2.5 (not shown) actually displays

semiannual peaks (as did CM2.1), with warm events

peaking any time of year but preferentially in July–

August or January–February, and cold events in August–

September or January–February. This is quite unlike the

observations, which exhibit a clear locking of warm events

to the end of the calendar year in both Niño-3.4 and

Niño-3. The semiannual locking of Niño-3 SSTAs

in CM2.1 and CM2.5 may arise from the unrealistic

north–south alternation of the ITCZ about the equator

in the eastern Pacific in both simulations, which pro-

duces a seasonal reversal of the meridional winds and an

associated semiannual cycle in evaporation, rainfall, and

currents near the equator. Despite the improved tropical

Pacific climatology in CM2.5, it may be that CM2.5’s

(realistically) weaker ENSO events remain unable to

produce sufficient SSTAs in the eastern Pacific to interact

strongly with the seasonal cycle of convection, resulting in

weaker ENSO phase locking than observed.

The shorter ENSO period in CM2.5 may be linked to

a change in the structure of the wind stress response to

SSTAs (not shown). Compared to CM2.1, in CM2.5 the

equatorial westerly wind stress anomalies that develop

near the date line during warm events are meridionally

narrower and more trapped in the west, especially on

their southern flank. Studies have shown that models

FIG. 14. Maps of the logarithm of EKE (cm2 s22) for (a) observations, (b) CM2.1, (c) CM2.5, and (d) CM2.6. In

these calculations we start from sea surface height, available directly from the model simulations, and from satellite

altimetry in the observations (Le Traon et al. 1998). Instantaneous values taken every 7 days are used. The period

2002–06 is used for the observations, and years 6–10 for the models. The sea surface heights are used to compute near-

surface currents using geostrophy. Eddy velocities are computed as deviations from the long-term mean, from which

EKE is then calculated and plotted on a logarithmic scale. No values are plotted within 58 of the equator, since the

geostrophic approximation is not fully valid there.
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with narrower or westward-shifted westerly anomalies

tend to exhibit weaker ENSOs with shorter periods

(Kirtman 1997; An and Wang 2000; Wittenberg 2002;

Capotondi et al. 2006; Kim et al. 2008). This change

occurs because of the increased cyclonic wind stress curl

close to the equator and western boundary during warm

events, which shortens the time needed for the off-

equatorial oceanic Rossby wave train to reflect at the

FIG. 15. Spatial pattern of the AMOC in (a) CM2.1 and (b) CM2.5. This field is computed as the definite integral of

the meridional volume transport across the North Atlantic, and the indefinite integral from the ocean bottom to the

surface. Units are Sv. Flow is clockwise around a maximum value in the depth–latitude plane Calculations are

performed using annual mean, time-mean data for years 101–200 of the 1990 control simulation.

FIG. 16. Annual mean sea ice thickness (m) for (a) CM2.1, NH, (b) CM2.5, NH, (c) CM2.1, SH, and (d) CM2.5, SH.

Note that there are different shading levels for the NH and SH.
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western boundary as equatorial Kelvin waves. This shorter

time for wave reflection more rapidly reverses the sense of

zonal advection along the equator, and also more rapidly

establishes a poleward Sverdrup transport that discharges

upper-ocean heat content from the equator. Both effects

contribute to a faster termination of warm events in

models with meridionally narrower or westward-shifted

Pacific zonal wind stress anomalies. The narrower zonal

wind stress anomalies in CM2.5 may themselves result

from the meridionally narrower rainfall anomalies in

that model, linked to the equatorward-shifted climato-

logical ITCZs (see Fig. 8).

Another factor behind the attenuation of ENSO in

CM2.5 versus CM2.1 is stronger damping of SSTAs by

surface heat fluxes in CM2.5 (not shown). For CM2.5 warm

events, there is a larger cloud-shading response in the

central Pacific (as deep convection shifts farther east than

in CM2.1), and also in the east Pacific (as ITCZ deep

convection shifts farther equatorward than in CM2.1). In

CM2.5 there is also more evaporative cooling during warm

events. This increased cooling is due to higher SSTs and

drier surface air in the mean state, which make evaporation

more sensitive to SSTAs than in CM2.1, and also to more

anomalous warming of SST and drying of surface air in the

eastern equatorial Pacific during CM2.5’s warm events,

which further increases the evaporative damping of SSTAs.

Figure 19 shows the boreal winter response of north-

ern extratropical circulation to ENSO. As described in

FIG. 17. Standard deviation of SST anomalies (8C) over the

tropics, after applying a 9-month triangle smoother that transmits

(25, 50, and 75)% of the time series amplitude at periods of (8, 11,

and 17) months. (a) Observations from Smith et al. (2008), years

1949–2008, (b) CM2.1 1990 control run, years 1–300, and (c)

CM2.5 1990 control run, years 1–280. Note that in contrast to

many of the other analyses in this paper, the full length of the

model experiments to characterize ENSO-related variability is

used.

FIG. 18. Spectral power (8C2 octave21) of Niño-3 SSTs, as a

function of period in octaves of the annual cycle, computed by time

averaging the spectral power density from a Morlet wavenumber-6

wavelet analysis. The area to the left of each curve represents the

spectral power within a frequency band. Thick black line is the

observed 128-yr-mean spectrum for 1880–2007, from the NOAA

Extended Reconstructed Sea Surface Temperature, version 3

(ERSST.v3) (Smith et al. 2008). Thick blue dashed (red solid) line is

the 300-yr-mean (280-yr mean) spectrum from years 1–300 (1–280)

of the CM2.1 (CM2.5) 1990 control run. Gray shading (thin lines)

indicates the min/max range of sliding 20-yr-mean spectra from the

observed (simulated) time series.
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Wittenberg et al. (2006), CM2.1 exhibits 200-hPa geo-

potential height extrema that are weaker than and dis-

placed 208–308 west of those observed—due in part to

similarly westward-shifted responses of the equatorial

SST and rainfall. While the North Pacific low and Ca-

nadian high remain displaced somewhat westward from

their observed positions in CM2.5, there are also significant

improvements in the extratropical response. The extrema

over the North Pacific and Canada have strengthened, the

Pacific low extends farther northwestward toward Siberia,

the low over the southeastern United States has become

a distinct center, and the low over southeastern China

has weakened.

4. Response to increasing CO2

We next assess the sensitivity of CM2.1 and CM2.5

to increasing CO2. As described in section 2f, we have

completed simulations in which CO2 increases at a rate

of 1% yr21 until reaching double its initial concentra-

tion after 70 yr; and is then held constant for the re-

maining 70 yr of the simulation. The complete climate

system, especially the deep ocean, will not come into

equilibrium over this time scale, and so we are examining

FIG. 19. DJF 200-hPa geopotential height anomalies regressed

onto DJF Niño-3 SSTAs, computed using (a) the NCEP–NCAR

reanalysis (Kistler et al. 2001) for 1961–2001, (b) the CM2.1 1990

control run for years 11–290, and (c) the CM2.5 1990 control run

for years 11–270. The zero contour is omitted. Green shading

indicates the positions of the observed extrema over the North

Pacific and Canada. Prior to computing the seasonal anomalies

and regressions, all time series were detrended by removing a

20-yr running mean.

FIG. 20. (a) Time series of response of global mean near-surface

air temperature to increasing atmospheric CO2. Annual mean

temperature responses are plotted, calculated as temperature from

the 2X_CO2 runs minus the temperature from a corresponding

section of the control runs. Thin lines indicate annual means (black

for CM2.1, red for CM2.5), while thick lines indicate 10-yr low-pass

filtered time series (black for CM2.1, red for CM2.5). (b) Global

mean, volume mean ocean temperature change, 2X_CO2 experi-

ment minus control. Black curve for CM2.1, red curve for CM2.5.
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aspects of the transient response. Note that as described

in section 2f we use a slightly modified version of CM2.1

for the 2X_CO2 simulations, and this can be referred to

as CM2.1v2. However, since the simulations of CM2.1

and CM2.1v2 are extremely similar, and their responses

to increasing CO2 are also similar, for convenience

we shall still refer to this slightly revised version of the

model as CM2.1. The essential conclusions as described

are similar for CM2.1v2 and CM2.1 (as evaluated from

a 2X_CO2 simulation starting from an 1860 control

simulation).

a. Transient response

Shown in Fig. 20a are the time series of global mean,

annual mean near-surface air temperature changes in

response to increasing CO2. The response is computed

as the simulated values in the 2X_CO2 experiments

minus corresponding values from the control simula-

tions. It is clear that both the rate of warming and the

total warming in CM2.5 are somewhat larger than in

CM2.1. Since the atmosphere–land component of CM2.5

differs somewhat from CM2.1, especially with regard to

the land model used, it is not clear to what extent the

different response reflects different physics versus dif-

ferent resolution. Shown in Fig. 20b are time series of

global mean, volume mean ocean temperature changes

in response to increasing CO2. The oceanic rate of heat

uptake in CM2.5 is slightly larger than in CM2.1 for

the first 70 yr, but appears similar thereafter. Thus,

both the ocean and the near-surface atmosphere are

warming somewhat more rapidly in CM2.5 than in CM2.1

for the first 70 yr. The transient climate response (glo-

bal mean temperature change at the time of CO2 dou-

bling) is approximately 1.6 K in this version of CM2.1

and 2.0 K in CM2.5. Further work will be necessary to

evaluate whether the higher resolution in CM2.5, espe-

cially in the ocean where eddies may have important ef-

fects, plays any role in the differing response to CO2.

b. Patterns of change

The spatial pattern of the near-surface air tempera-

ture change in response to increasing CO2 is shown in

Fig. 21, which shows the annual mean, time-mean dif-

ferences between the 2X_CO2 runs and their respective

controls for years 91–140 (year 91 is 20 yr after CO2 has

reached twice its initial value). The larger overall warming

in CM2.5 (Fig. 21, bottom) is readily apparent, with maxi-

mal warming at high latitudes of the Northern Hemisphere.

Several differences are noteworthy. In the North At-

lantic there is more warming in CM2.5 than in CM2.1.

As will be discussed below, there is a smaller reduction

of the AMOC in response to increased CO2 in CM2.5

than in CM2.1, and hence the poleward oceanic heat

transport reduction is smaller in CM2.5. The reduced

FIG. 21. Map of change in annual mean near-surface air temperature in response to increasing

CO2 for (top) CM2.1 and (bottom) CM2.5. Maps are computed using data averaged over years

91–140 of the 2X_CO2 runs minus the corresponding sections of the control runs. Units are K.
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poleward oceanic heat transport in CM2.1 offsets a large

part of the warming in the subpolar North Atlantic in

CM2.1. In contrast, the ocean heat transport reduction

in CM2.5 is much smaller, and is thus not able to offset

the CO2-induced warming, resulting in a larger warming

in the subpolar North Atlantic in CM2.5.

There is a very notable difference in the high latitudes

of the Southern Hemisphere, with much greater near-

surface warming south of 458S in CM2.5 than in CM2.1.

The relative minimum in warming in CM2.1 in those

latitudes is a common feature of many models, and has

been shown to be associated with strong oceanic heat

uptake in the Southern Ocean (Meehl et al. 2007, see

their Fig. 10.8; Flato and Boer 2001; Manabe et al. 1991).

This uptake distributes the warming over a deep vertical

section of the Southern Ocean, thereby diminishing the

amplitude of surface warming. In contrast, there is strong

near-surface warming in the high latitudes of the South-

ern Hemisphere in CM2.5, along with some warming at

depths between 3000 and 5500 m. The subsurface ocean

in CM2.5 for this region is not taking up as much heat as

in CM2.1. This is shown in Fig. 22, which shows sub-

surface temperature changes in CM2.5 and CM2.1. The

larger penetration of heat in the high latitudes of the

Southern Ocean in CM2.1 is readily apparent.

There are at least two possible explanations for this

difference. One possibility is that the mean ocean state

of CM2.5 in the high latitudes of the Southern Ocean is

more stable in the vertical than CM2.1, thereby inhib-

iting convection and keeping the warming signal near

the surface. This stability may arise from processes that

have nothing to do with oceanic resolution. Another

possibility is that the presence of oceanic eddies signifi-

cantly modifies the oceanic response to external pertur-

bations. Previous work with an earlier version of a closely

related model with similar oceanic resolution (GFDL

CM2.4; Farneti et al. 2010; Farneti and Delworth 2010)

as well as a high-resolution ocean-only model (Hallberg

and Gnanadesikan 2006) shows that the response of the

Southern Ocean circulation to enhanced zonal wind stress

is sensitive to the treatment of oceanic mesoscale eddies,

whether through explicit simulation or a suitable param-

eterization of their effects (see also Farneti and Gent

2011). Enhanced westerly winds in the Southern Ocean

induce a northward Ekman transport of near-surface

waters and a steepening of the isopycnals. Farneti et al.

(2010) show that in a high-resolution model, the enhanced

winds lead to enhanced eddy activity, and that changes in

poleward eddy fluxes partially compensate for the en-

hanced equatorward Ekman transport, leading to weak

modifications in local isopycnal slopes. Thus, the response

to the enhanced westerly winds is greatly modified and

moderated by the presence of oceanic eddies. There ex-

ists the possibility that eddies in CM2.5 could modify the

FIG. 22. Zonal mean of temperature change for (a) CM2.1 and (b) CM2.5 between 2X ex-

periment and control run, computed as time mean of temperature in years 91–140 of the 2X

experiment minus the corresponding section of the control. Units are K.
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response to CO2. A complete explanation for the dif-

ferences in the Southern Ocean warming is beyond the

scope of this paper. It is quite possible that the relatively

large near-surface warming in the high southern lati-

tudes of CM2.5 is related to the mean state stratification.

Future work will examine more carefully the reasons for

the large near-surface warming in CM2.5 relative to CM2.1.

The map of annual mean precipitation changes in re-

sponse to increasing CO2 is shown in Fig. 23. The broad

patterns of enhanced rainfall in parts of the deep tropics,

along with high latitudes, and a reduction of precip-

itation in the subtropics is similar between CM2.1 and

CM2.5; this meridional banding of the precipitation re-

sponse in CM2.5 corresponds to the ‘‘wet get wetter/dry

get drier’’ pattern that is a robust response across IPCC

AR4 climate models (Held and Soden 2006). There are

some notable differences, however. For example, while

CM2.1 has substantial rainfall reductions over the Sahel

(see Held et al. 2005), such reductions are small in CM2.5.

There are also larger rainfall reductions over tropical

regions of South America in CM2.5 than in CM2.1.

There are substantial differences in projected pre-

cipitation changes over southern Europe and the Med-

iterranean, as shown in Figs. 24b,d. There is a broad area

of precipitation reduction over southern Europe and the

Mediterranean in CM2.1, consistent with many models

used in the IPCC AR4 [see Figs. 10.9 and 10.12 of Meehl

et al. (2007)]. In contrast, the reductions in rainfall in

CM2.5 are somewhat smaller, are tightly associated with

topography, and are largest over mountainous terrain.

This represents a different projection of possible rainfall

changes over southern Europe and the Mediterranean,

and would have a fundamentally different societal im-

pact. Further analysis and experimentation is needed to

more thoroughly understand why these precipitation

projections differ so substantially between the models,

and which is more credible. There are also differences in

model projections of precipitation changes over North

America (Figs. 24a,c), and their significance and causal

factors need to be more carefully examined in future

work.

In response to CO2 doubling, CM2.5 has an enhanced

warming of eastern equatorial Pacific surface tempera-

ture (Fig. 21), an eastward shift of equatorial Pacific

precipitation (Fig. 23), and a weakening of the Pacific

Walker circulation (not shown); these precipitation and

Walker circulation responses in CM2.5 are also present

in most IPCC AR4 models (e.g., Vecchi and Soden 2007;

Vecchi and Wittenberg 2010; Collins et al. 2010). There

is also enhanced SST warming (Fig. 21) and an associ-

ated precipitation increase (Fig. 23) in the western In-

dian Ocean and equatorial Atlantic; these also resemble

the changes seen in the Coupled Model Intercomparison

Project 3 (CMIP3) multimodel ensemble (Vecchi and

Soden 2007) and may be related to an overall weakening

of tropical zonal atmospheric circulation. Though the

tropical Pacific response appears ‘‘El Niño–like,’’ the

western North American precipitation response to CO2

doubling in CM2.5 deviates substantially from that typ-

ically associated with El Niño (Fig. 24c): the drying in

southwestern North America and wet conditions in the

Pacific Northwest are typical of La Niña conditions (e.g.,

Larkin and Harrison 2005). In addition, although the

tropical Pacific surface temperature and precipitation

response of CM2.5 to 2X_CO2 is more El Niño–like in its

structure than that of CM2.1 (Figs. 21, 23), the precipi-

tation response over North America is more La Niña–

like in CM2.5 than in CM2.1. These model responses

and other recent studies (e.g., Collins 2005; Vecchi and

Soden 2007; DiNezio et al. 2010) highlight how El Niño

provides an incomplete (possibly misleading) analog for

interpreting the character of and mechanisms behind the

climatic response to changing radiative forcing.

c. Atlantic meridional overturning circulation

Time series of the AMOC for CM2.1 and CM2.5 are

shown in Fig. 25 for both the 1990 control simulations

and the 2X_CO2 simulations. The AMOC in CM2.1 has

substantial interdecadal variability with a time scale of

FIG. 23. Map of change in annual mean precipitation (mm

day21) in response to increasing CO2 for (a) CM2.1 and (b) CM2.5.

Maps are computed using data averaged over years 91–140 of the

2X_CO2 runs minus the corresponding sections of the control runs.

15 APRIL 2012 D E L W O R T H E T A L . 2777



approximately 20 yr; in contrast, interdecadal AMOC

variability in CM2.5 is rather muted. One hypothesis for

this muted interdecadal variability involves a pronounced

bias in mixed layer depths in the Labrador Sea where the

water is much less stratified than in observations. As a

result, convection to depths greater than 3000 m occurs

most years in CM2.5, with little interannual variability.

This continual deep mixing and lack of interannual var-

iability may serve to mute any AMOC variability and

sensitivity to perturbations, since variability and change

in Labrador Sea convection are thought to be important

factors in AMOC decadal variability and change (see,

e.g., Böning et al. 2006). There is substantial multidecadal

variability in the Greenland, Iceland, and Norwegian seas

in CM2.5, but this signal of variability is not communi-

cated to the North Atlantic.

There are at least two potential reasons for this per-

sistent deep mixing in the Labrador Sea in CM2.5: (i)

with no parameterization of the effects of ocean eddies

in CM2.5, and with insufficient horizontal resolution to

fully resolve eddies in the Labrador Sea, there is rela-

tively weak eddy mixing of the freshwater in the bound-

ary current into the interior of the Labrador Sea. Such

transport would help to stratify the Labrador Sea and

reduce convection. (ii) As described previously, the res-

olution of the model is not sufficient to fully represent the

flow of dense water over the Denmark and into the deep

layers of the Labrador Sea (Winton et al. 1998). This bias

leads to warmer and lighter water at depth than observed,

also serving to destabilize the water column and en-

hance wintertime convection. To partially address this

bias, a new version of CM2.5 is being developed in which

the Denmark Strait and Faroe Bank channel overflows

are parameterized using a formulation developed as part

of the NOAA–National Science Foundation (NSF)-

funded U.S. Climate Process Team (Danabasoglu et al.

2010). Preliminary experiments with this parameteriza-

tion in both CM2.1 and CM2.5 have shown that it leads

to an increase in the amount of cold, dense water in the

deeper layers of the Labrador Sea (below 2000 m). There

is also a significant reduction in Labrador Sea convection,

as measured by mixed layer depth. This parameteriza-

tion will be employed in a new version of CM2.5 under

development.

The reduction of the AMOC in response to increasing

CO2 is somewhat smaller in CM2.5 than in CM2.1,

dropping from a mean of around 16 to a little under 14 Sv,

for a reduction of approximately 15%. The AMOC in

CM2.1 drops from around 20 to about 16 Sv, a reduction

of approximately 25%. The smaller AMOC reduction in

CM2.5 may be related to the tendency for strong con-

vective mixing each winter in the Labrador Sea. In CM2.1,

the upper-ocean warming and freshening in response to

increasing CO2 increase the stratification in the Labrador

FIG. 24. Map of change in annual mean precipitation (mm day21) in response to increasing CO2. Maps are

computed using data averaged over years 91–140 of the 2X_CO2 runs minus the corresponding sections of the control

runs. (a) CM2.1 over North America, (b) CM2.1 over Europe and northern Africa, (c) CM2.5 over North America,

and (d) CM2.5 over Europe and northern Africa.
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Sea, thereby reducing convection and weakening the

AMOC. The persistent bias in CM2.5 appears to be able

to maintain a greater degree of convection, and thus the

AMOC reduction is smaller. A more detailed analysis

of the differences in the AMOC response to increasing

CO2 is beyond the scope of this paper.

5. Summary and discussion

Improving climate models so that they can provide

more robust and credible projections of climate change

and variability, particularly on the regional scale, is a

critical goal in climate science. Toward this goal, we have

presented an overview of the model components and

simulation characteristics of GFDL CM2.5. This model

is a descendant of the GFDL CM2.1, but uses atmosphere

and ocean components with much finer horizontal reso-

lution. The goals are at least twofold: (i) to be able to

more faithfully model the effects of smaller-scale pro-

cesses in the climate system, and (ii) to better simulate

climate and its change on regional spatial scales. A spe-

cific focus has been the development and incorporation of

an ocean component that is far more energetic and re-

alistic than the ocean component of GFDL CM2.1. The

strategy to achieve this goal included the use of signifi-

cantly finer horizontal resolution, a higher-order advection

scheme, very low viscosity, and the absence of explicit

lateral diffusion.

We present the results from two main simulations with

CM2.5, a 280-yr control simulation and a 140-yr idealized

climate change simulation. Analysis of the control sim-

ulation shows marked improvement in the simulation of

many aspects of climate, including on regional scales,

relative to the coarser-resolution CM2.1. The simulation

of the tropics is notably improved, with substantially

reduced biases. Some aspects of ENSO are improved,

such as the spatial pattern of variability and associated

atmospheric teleconnections, although the time scale is

somewhat shorter and more regular than observed. Bia-

ses in SST off the west coast of South America and the

southwestern coast of North America were virtually elim-

inated. However, the biases off the west coast of Africa

remain, including those in the tropical Atlantic; this oc-

curs despite the improved simulation of South American

rainfall. The simulation of the Indian monsoon is sub-

stantially improved, as is the precipitation simulation

over many continental regions, including South Amer-

ica, North America, and Europe. As measured by the

Koppen climate classification system, the relative error

in the simulation of continental climate is reduced by

26% in CM2.5 versus CM2.1. The improved represen-

tation of orography, both in the atmosphere and ocean,

is clearly one important factor in the improved simula-

tion characteristics. Results also point to the importance

of explicitly resolving smaller-scale processes, such as

oceanic mesoscale eddies, although additional studies

are necessary to more thoroughly assess this. One notable

deficiency in the current model is a tendency for very

deep mixed layers to occur each winter in the Labrador

Sea. This is likely related to deficiencies in the repre-

sentation of overflows of dense water across the sills

from the Nordic Seas, as well as weak eddy activity in the

Labrador Sea that fails to transport freshwater from the

boundary currents into the interior of the Labrador Sea.

This is a subject of ongoing work.

Climate change simulations show many similarities

with results using the lower-resolution CM2.1, but some

intriguing differences emerge. Two of the most significant

differences in response to doubled CO2 are enhanced

warming of the near surface in the Southern Ocean in

CM2.5 relative to CM2.1, and a change in the precipita-

tion response over the Mediterranean region. In CM2.5,

the reduction in precipitation in response to CO2 is largely

associated with topographic features, whereas the pre-

cipitation reduction in CM2.1 is more broadscale in char-

acter. The CM2.1 results are largely consistent with the

ensemble of models assessed in the IPCC AR4.

The primary goals of this paper are to document and

describe CM2.5, and to highlight those aspects of the

simulations of the control climate and the climate change

simulations that are different in CM2.5 versus CM2.1.

Detailed analyses of the reasons for these differences will

be the subject of future investigations.

FIG. 25. Time series of the AMOC index for various experi-

ments; the index value is defined as the maximum value in the

vertical of the annual mean AMOC field between 208 and 658N.

Thin lines indicate annual mean values, while thick lines are 10-yr

running mean time series. Solid black line indicates control simu-

lation from CM2.5, while dashed black line indicates 2X_CO2

simulation from CM2.5. Solid blue line indicates 1990 con-

trol simulation from CM2.1, while dashed blue line indicates

2X_CO2 simulation from CM2.1.
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